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INTRODUCTION

Domain decomposition techniques (DDT) have become one of the most successful tools used in cir-
cumventing problems faced in generating grids about complex configurations. Such configurations may have
multiple, joint or disjoint components, all of which may also be geometrically nonsimilar. Each DDT is de-
signed to simplify the grid generation by subdividing the flow domain into simpler subdomains which accept
casily constructed grids. Other advantages may be the option to use different solution techniques, or even
different forms of the flow equations in different subdomains. Also, since only one subdomain has to reside
in the computer core memory, a DDT also reduces the memory requirement.

Popular DDT’s include methods such as multiblock grids, zonal grids, and overlapped grids. These
methods vary in constructing the grid interfaces and establishing the communication among the subdomain
grids. These differences in turn influence the extent that these methods could ensure conservation at grid
interfaces. They also affect the flexibility of these methods to consider complex configurations where
geometrically nonsimilar components may coexist.

A Hybrid Domain Decomposition (HDD) approach, which is developed to take advantage of each
technique’s strengths, is proposed in this paper. In deciding on the type of hybridization of techniques
for a configuration, two major concerns are the geometry of the configuration and a priori knowledge of the
flowfield. A proper choice of hybridization requires a compromise, so that generating each subdomain grid is
an easy task, and physical and intergrid boundary conditions can easily be implemented. It also requires that
the total number of cells is minimized with proper resolution everywhere, and finally the flux conservation
is enforced where significant flow gradients occur.

Some applications of HDD are reported in Refs, 1-3. In these applications, the Navier-Stokes equations
are solved on a combination of multiblock and overlapped grids. The first objective of the current study
is 1o illustrate the capability of the current algorithm as it considers all of the aforementioned DDT’s. The
second objective is to simulate the effecis of the wake generated behind the base of a parent body on the
aft launched projectile (ALP).
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GOVERNING EQUATIONS AND THEIR SOLUTION

The conservative form of the nondimensional, unsteady, compressible, Reynolds-averaged, complete
Navier-Stokes equations are written in the generalized curvilinear coordinates,
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The symbols t, p, u, €, p denote the time, density, Cartesian velocity components, internal energy, and pressure,
respectively. The fluxes of the conserved variables are
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The symbols U, h, 7, q denote the contravariant velocity, enthalpy, shear siress, and heat flux, respectively.
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The expressions for (0x£™ 1) and (8xf™nys) are obtained analogous to Eq. (6) with the subscript 1 replaced
by 2 and 3, respectively.
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The molecular viscosity is calculated from the Sutherland’s law, The state equations are written by assuming
air to be a perfect gas,
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The symbols v, T, u, Re, M, Pr denote the ratio of specific heats, temperature, viscosity coeﬁiciem,“Re?nolds,
Mach, and Prandil numbers, respectively. T is the transformation Jacobiar and m, k, r are dummy indices. A
repeated index in a term implies a summation.

An option is built in the computations to invoke the thin-layer approximation (Ref. 1) in any direction
(€, €% oré®). This is particularly beneficial when incorporated with domain decomposition techniques, since
such different flow governing equations can be used for different subdomains. In this study, the option is
invoked to solve the thin-layer approximation of Navier-Stokes equations in two different directions on two

scparate subdomains.
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Equation (1) is solved using the implicit, finite volume, and spatially second-order accurate method
described in Refs. (1-6). Roe’s flux-difference splitting (FDS) is used to construct the upwind differences for
the convective and pressure terms. Spatial derivatives are written conservatively as flux balances across the
cells of this finite volume formulation. The diffusion terms are centrally differenced. Spatial approximate
factorization, and Euler backward integration after linearization in time, result in the solution through 5x5
block-tridiagonal matrix inversions in each of the three directions. When an upwind-biased approximation
scheme is used, numerical oscillations are expected to appear in the presence of discontinuities. A flux limiter
can be used to reduce an upwind-biased difference 1o a fully one-sided upwind scheme in such regions. This
in turn ensures a monotonic interpolation and eliminates the overshoots and the undershoots. In the present
formulation, the min-mod type flux limiter (Ref. 6) is used to control oscillations in the vicinity of large
gradients.

Hybrid Domain Decomposition

A composite grid for a flow domain consists of any combination of the popular domain decomposition
techniques. The composite grid for the present demonstrative case is shown in Fig. 1. Grids 1 and 2 are
zonally patched, Grids 2 and 3 are multiblock structured, and Grid 4 is overlapped on Grid 2. The details of
each DDT can be found in, for example, Refs. 1-3 and 7-10.

The multiblock structured grids (Ref. 7) are easy to generate but lack the geometrical flexibility. This
DDT allows any number of blocks to be employed to fill an arbitrary three-dimensional region without holes or
overlaps. Any block can be linked to any other block subject to the constraint that the grid lines normal to the
interfaces need to be contiguous. Hence, interpolations are not necessary at these interfaces. The conservation
across these interfaces is ensured through matching the solutions by using two cells of the neighboring grid
as boundary cells.

The zonal method, also known as grid patching (Refs. 8, 9), requires the domain to be divided into
subdomains with simple and easily generated grids. These grids are then patched together along common
surfaces. Unlike the multiblock grids, the grid lines in adjacent grids are not aligned with each other at the
grid interfaces. The zonal method is shown to be conservative except across surfaces with high curvature.
Ensuring conservation across these surfaces is not theoretically impossible, but it is rather difficult to obtain.

In the zonal approach, any given surface, say the £! = constant surface, is discretized in two different
sets of cell faces since two grids meet along this surface. The zonal patching of Grids 1 and 2 (Fig. 1) is
detailed in Fig. 2 as an example. The grids meet at the cross section of the parent body’s base. The H-O type
Grid 2 (33x69) is patched longitudinally downstream of the H-O type Grid 1 (29x41), which wraps around
the parent body. Grid 2 is much finer and it is used to analyze the complicated wake flow generated by the
parent body. It also serves as the global grid which contains the overlapped Grid 4 of the projectile. In order
to ensure conservation across a zonal interface, the surface integral taken on the interface must be equal 10 2
constant with both Grid 1 and Grid 2 data. Using a superscript to indicate the grid number, the conservation
requirement on a constant £ surface (discretized with J x K grid lines) becomes
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where AS is the actual area of each cell face.

‘This constraint ensures flux conservation across the zonal interface and it does not restrict the local
transport of flux from a single cell to another cell across the patched grid boundary. That is, Eq. (10) does
not provide a unique formula to construct the flux distribution of E; of Grid 2, if Ej; of Grid 1 as well
as vaiues of AS in both zones are provided. This can be accomplished by enforcing conservation on a locat
(celi-to-cell) level. Conservation on the (52, k%) cell face requires that
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Fig. 3 The detail of the overlapped grids at the longitudinal symmetry plane. (+) symbols indicate the region
where the solution is obtained on both Grids 2 and 4, then interpolated trilinearly,
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Fig. 6 The density contours at three crossflow planes of the projectile.
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The integration on the right side of the above equation extends over the quadilateral cell face in Grid 2, but
the integrand is based on Grid 1 data.

In contrast to multiblock and zonal grids, the grid overlapping method does not require common boundaries
among its subdomains. Matching the solution across the boundaries is provided by a common or overlapped
region. Each subdomain in a composite of overlapped grids may have a grid with a different topology. A
drawback of overlapped grids is the difficulty in constructing the conservative transfer of fluxes across the
interfaces. The details of this method are given in Ref. 10 for two dimensions, and in Refs. 1-3 for a three-
dimensional, multigrid, finite volume algorithm. Shown in Fig. 3 is the overlapped grids detail (Grids 2 and
4) of the present demonstrative example. (+) symbols indicate the overlapped region, where the solution from
one grid is interpolated to the other.

RESULTS

1t is often of interest to study a flow past more than one object, where the inferference effects become
important. An example is the aft launched projectile (ALP) problem. The parent body (Fig. 1) is a cone nosed
cylinder with a 6.0 in. base diameter and it is positioned at 0° angle of attack (AQA). Its length is 35.0 in.
including the 13.5 in. forebody. ALP (Fig. 3) is an ogive nose cylinder with 0.4 in. base diameter and it is
at 10° AQA. Tts length is 9.5 in. including the 1.2 in. forebody. The horizontal and vertical distances from
the center of the parent body base to the ALP nose are 11.5 in. and 6.0 in., respectively. The freestream flow
Mach number is 5.0 and the Reynolds number is 1.0x 109 based on the parent body diameter. The flow is
assumed symmetric, and hence the grid is generated for circumferentially half bodies. The total number of
cells in the four subdomain grids used for the computations (Fig. 1) is 461,684.

Presented in Figs. 46 are the preliminary results for the numerically simulated flowfield. The normalized
pressure (the freestream value is unity) contours of the longitudinal symmetry plane (Fig. 4a) depict the attached
nose shock, the expansion at the forebody junction, and the parent body wake. This wake includes a sirong
base shock generated due to the overexpansion of the flow at the edge of the base. The contour fines cross the
Grid 1/Grid 2 interface smoothly. This is expected of the zonal method, where the flow fluxes are transt:erred
conservatively. The enlarged view of the wake is shown in Fig. 4b. The upstream pressure for ALP is 0.9
rather than the freestream value of 1.0. Despite the nonconservative flux transfers, the contour lines cross
the Grid 2/Grid 4 interface rather smoothly. The symmetry of the parent body wake is altered due to the
interference. The effect of the ALP nose shock on the wake manifests itself in increased pressure values. The
confours crossing the Grid 2/Grid 3 interface, where the multiblock grid technique is used, do not appear to
feel the existence of such an interface.

The ALP flowfield is further detailed via the normalized density contours of the symmetry p}ane (Fig. 5}
and three crossfiow planes (Fig. 6). The ALP nose shock is followed by the expansions alo_ng its forebody.
As expecied, leeside vortices are formed and their sizes grow in the axial direction as the influence of the
crossflow increases.

CONCLUSIONS

A hybrid domain decomposition (HDD) method is developed and illustrated through an example problem.
This example problem is rather challenging, since the flowfield includes two strong nose shocks and a strong
base flow shock. The present HDD formulation combines the advantages of the individual DDT's in a
judicious manner. The multiblock and the zonal methods are flux conserving, but the overlapped grids method
i nonconservative.

Preliminary results are obtained for the high speed flow past an aft lannched projectile {ALP) in its parent

body wake. It would be rather difficult to gencratc a single grid for this flowfield. This HDD method should
prove 1o be even more useful, when solutions are needed for a sexies of ALP locations and positions, since

the subdomain grids are reusable.
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