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We discuss in this article the numerical solution of boundary value problems from Physics and Engineering by fictitious domain/Lagrange multiplier methods. These methods are combined to finite element methods to obtain algorithms, which on the basis of preliminary numerical experiments look robust and accurate. Application to elliptic problems, to the time dependent incompressible Navier-Stokes equations and to the Helmholtz equations are discussed in details, including the results of numerical experiments used to validate the methodology investigated here.

1. Introduction

Fictitious Domain Methods for Partial Differential Equations have shown recently a most interesting potential for solving complicated problems from Science and Engineering (see, for example, [1] for some striking illustrations of the above statement). One of the main reasons of this popularity of fictitious domain methods (they are sometimes called domain imbedding methods; cf. [2]) is that they allow the use of fairly structured meshes on a simple shape auxiliary domain containing the actual one, allowing therefore the use of fast solvers.
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On the other hand, the method is not without some complications; in particular, we have to compute and store the intersection of the actual boundary with the neighboring mesh elements. However these tasks are localized at the actual boundary and they may be fully automatized, whatever is the geometry (see [3] for more details and applications to transonic flow calculations).

In this paper we discuss a family of fictitious domain methods which are based on the explicit utilization of Lagrange multipliers defined on the actual boundary and associated to the genuine boundary conditions. The resulting methodology has definitely the flavor of panel methods, which have been quite popular for the simulation of inviscid incompressible potential flows.

The remainder of this article has been divided into three sections: In Section 2 we introduce the multiplier/fictitious domain methodology by considering the solution of a Dirichlet model problem.

In Section 3 we consider the Lagrange multiplier/fictitious domain solution of the Navier-Stokes equations modelling incompressible viscous flow; indeed this section generalizes — from our point of view — the methods described in [4] concerning the fictitious domain solution of the Stokes problem. Finally, in Section 4 we address the solution of the harmonic Helmholtz and Maxwell equations. The method discussed there is an alternative to the fictitious domain/control methods described in [5]. Some other numerical results are also presented.


2.1 Formulation. Generalities.

Motivated by the solution of the Navier-Stokes equation we consider the following Dirichlet problem

\begin{align}
\alpha u - \nu \Delta u &= f \text{ in } \omega, \\
u &= g \text{ on } \gamma,
\end{align}

where \( \alpha \) (resp. \( \nu \)) is a nonnegative (resp. positive) number, and where \( f \) and \( g \) are defined over \( \omega \) and \( \gamma \), respectively, \( \omega \) being a bounded domain of \( \mathbb{R}^d \) (\( d \geq 1 \)) and \( \gamma \) its boundary. Problem (2.1), (2.2) has a
unique solution and assuming that \( f \in L^2(\omega), g \in H^{1/2}(\gamma) \) we can show that \( u \) is also the solution of the following variational problem

\[
\begin{align*}
\begin{cases}
    u \in V_g, \\
    \int_{\omega} (\alpha uv + v \nabla u \cdot \nabla v) \, dx = \int_{\omega} f v \, dx, \quad \forall v \in H^1_0(\omega),
\end{cases}
\end{align*}
\]

with

\[ V_g = \{ v \in H^1(\omega), v = g \text{ on } \gamma \}. \]

2.2 A fictitious domain approach to the solution of problem (2.1), (2.2), (2.3).

Let us consider a "box" \( \Omega \) such that \( \bar{\omega} \subset \Omega \) (see Figure 2.1), and denote by \( \Gamma \) the boundary of \( \Omega \).
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We have then equivalence between (2.1), (2.2), (2.3) and the saddle-point problem:

**Find** \( \{ \bar{u}, \lambda \} \in V \times H^{-1/2}(\gamma) \) **such that**

\[
(2.4) \quad \int_{\Omega} \left( a \bar{u} v + \nu \nabla \bar{u} \cdot \nabla v \right) dx = \int_{\Omega} f v dx + <\lambda, v>, \quad \forall v \in V,
\]

\[
(2.5) \quad <\mu, \bar{u} - g> = 0, \quad \forall \mu \in H^{-1/2}(\gamma),
\]

where \( \bar{f} \in L^2(\Omega) \) and satisfies \( \bar{f}|_{\omega} = f \), where \( <\cdot, \cdot> \) denotes the duality pairing between \( H^{-1/2}(\gamma) \) and \( H^{1/2}(\gamma) \) and where \( V \) is a well chosen subspace of \( H^1(\Omega) \). Natural choices for \( V \) are \( H^1(\Omega) \), \( H^1_0(\Omega) \) and

\[
H^1_0(\Omega) = \{ v | v \in H^1(\Omega), \text{ } v \text{ periodic at } \Gamma \}.
\]

We have then

\[
(2.6) \quad \bar{u}|_{\omega} = u.
\]

**Remark 2.1:** The pair \( \{ \bar{u}, \lambda \} \) solution of (2.4), (2.5) is a saddle-point over \( V \times H^{-1/2}(\gamma) \) of the Lagrangian functional \( L: H^1(\Omega) \times H^{-1/2}(\gamma) \rightarrow \mathbb{R} \) defined by

\[
(2.7) \quad L(v, \mu) = \frac{1}{2} \int_{\Omega} \left( a|v|^2 + \nu |\nabla v|^2 \right) dx - \int_{\Omega} f v dx - <\mu, v - g>.
\]

### 2.3 Iterative solution of problem (2.4), (2.5).

For simplicity, we take \( V = H^1_0(\Omega) \). The conjugate gradient algorithm to be described in this paragraph relies on the following

**Proposition 2.1:** The multiplier \( \lambda \) is solution of the boundary equation

\[
(2.8) \quad A\lambda = \beta
\]

where \( A \) is a strongly elliptic isomorphism from \( H^{-1/2}(\gamma) \) onto \( H^{1/2} \) and where \( \beta \in H^{1/2}(\gamma) \).
Proof: Define operator $A$ as follows

(i) To $\mu \in H^{-1/2}(\gamma)$ we associate the solution $u_\mu$ of the following elliptic variational problem

\[
\begin{cases}
  u_\mu \in V \\
  \int_\Omega (\alpha u_\mu v + \nu \nabla u_\mu \cdot \nabla v) \, dx = \langle \mu, v \rangle, \forall v \in V,
\end{cases}
\]

which has a unique solution.

(ii) Define $A$ by

\[ A\mu = u_\mu|_\gamma. \]

Operator $A$ clearly belongs to $L(H^{-1/2}(\gamma), H^{1/2}(\gamma))$; we also have

\[ \langle \mu', A\mu \rangle = \int_\Omega (\alpha u_\mu u'_\mu + \nabla u_\mu \cdot \nabla u'_\mu) \, dx, \forall \mu, \mu' \in H^{-1/2}(\gamma), \]

which implies in turn that $A$ is self-adjoint and strongly elliptic over $H^{-1/2}(\gamma)$.

Next we define $u_0$ by

\[
\begin{cases}
  u_0 \in V, \\
  \int_\Omega (\alpha u_0 v + \nu \nabla u_0 \cdot \nabla v) \, dx = \int_\Omega \tilde{f} v \, dx, \forall v \in V;
\end{cases}
\]

problem (2.12) has a unique solution.

Subtracting now (2.12) from (2.4), we observe that $u_\lambda = \bar{u} - u_0$, which implies in turn that

\[ A\lambda = (\bar{u} - u_0)|_\gamma = g - u_0|_\gamma. \]
We have thus proved (2.8) for $\beta = g - u_0|_\gamma$. □

The multiplier $\lambda$ is therefore the solution of the linear variational problem

$$\begin{cases}
\lambda \in H^{-1/2}(\gamma), \\
\langle \mu, A\lambda \rangle = \langle \mu, \beta \rangle, \forall \mu \in H^{-1/2}(\gamma).
\end{cases}$$

(2.14)

Operator $A$ is definitely close to those Steklov-Poincaré operators which play a very important role in the theory of domain decomposition methods.

From the properties of $A$ we can solve problem (2.8), (2.14) by a conjugate gradient algorithm operating in the space $H^{-1/2}(\gamma)$. Indeed, due to the difficulties associated to the handling of space $H^{-1/2}(\gamma)$ we shall consider the solution of (2.8), (2.14) in the space $L^2(\gamma)$. This simplification makes sense if $\lambda \in L^2(\lambda)$; since $\lambda$ is essentially the jump of $\partial u/\partial n$ at $\gamma$, $\lambda$ will be in $L^2(\gamma)$ if $g$ is sufficiently smooth ($g \in H^s(\gamma), s \geq 1$, will imply this property).

Description of the conjugate gradient algorithm:

If the solution $\lambda$ of (2.8), (2.14) is in $L^2(\gamma)$, it clearly satisfies

$$\begin{cases}
\lambda \in L^2(\gamma), \\
\int_{\gamma} (A\lambda) \mu d\gamma = \int_{\gamma} \beta \mu d\gamma, \forall \mu \in L^2(\gamma),
\end{cases}$$

(2.15)

with $\beta = g - u_0|_\gamma$. Applying to the linear variational problem (2.15) the general conjugate gradient algorithm described in, e.g., [6, Chapter 3], we obtain

$$\lambda^0 \in L^2(\gamma) \text{ given;}$$

(2.16)
\[
\begin{align*}
\text{(2.17)} & \quad \begin{cases}
\quad u^0 \in V, \\
\quad \int_{\Omega} (\alpha u^0 v + \nu \nabla u^0 \cdot \nabla v) \, dx = \int_{\Omega} f v \, dx + \int_{\gamma} \lambda^0 v d\gamma, \quad \forall v \in V,
\end{cases}
\end{align*}
\]
and then
\[
\begin{align*}
\text{(2.18)} & \quad \begin{cases}
\quad g^0 \in L^2(\gamma), \\
\quad \int_{\gamma} g^0 \mu \, d\gamma = \int_{\gamma} (u^0 - g) \mu \, d\gamma, \quad \forall \mu \in L^2(\gamma),
\end{cases}
\end{align*}
\]
and set
\[
\begin{align*}
\text{(2.19)} & \quad w^0 = g^0. \quad \Box
\end{align*}
\]

For \( n \geq 0 \), assuming that \( \lambda^n, g^n, w^n \) are known, compute \( \lambda^{n+1}, g^{n+1}, w^{n+1} \), as follows:

Solve
\[
\begin{align*}
\text{(2.20)} & \quad \begin{cases}
\quad \tilde{u}^n \in V, \\
\quad \int_{\Omega} (\alpha \tilde{u}^n v + \nu \nabla \tilde{u}^n \cdot \nabla v) \, dx = \int_{\gamma} w^n v d\gamma, \quad \forall v \in V,
\end{cases}
\end{align*}
\]
compute
\[
\begin{align*}
\text{(2.21)} & \quad \rho_n = \frac{\int_{\gamma} |g^n|^2 \, d\gamma}{\int_{\gamma} \tilde{u}^n w^n \, d\gamma},
\end{align*}
\]
set
\[
\begin{align*}
\text{(2.22)} & \quad \lambda^{n+1} = \lambda^n - \rho_n w^n, \\
\text{(2.23)} & \quad u^{n+1} = u^n - \rho_n \tilde{u}^n,
\end{align*}
\]
and solve

\begin{equation}
\begin{cases}
g^{n+1} \in L^2(\gamma), \\
\int_{\gamma} g^{n+1} \mu d\gamma = \int_{\gamma} g^n \mu d\gamma - \rho_n \int_{\gamma} u^n \mu d\gamma, \quad \forall \mu \in L^2(\gamma).
\end{cases}
\end{equation}

If \( \frac{\|g^{n+1}\|^2_{L^2(\gamma)}}{\|g^n\|^2_{L^2(\gamma)}} \leq \epsilon \), take \( \lambda = \lambda^{n+1} \) and \( \tilde{u} = u^{n+1} \); if not compute

\begin{equation}
\gamma_n = \frac{\|g^{n+1}\|^2_{L^2(\gamma)}}{\|g^n\|^2_{L^2(\gamma)}}
\end{equation}

and set

\begin{equation}
w^{n+1} = g^{n+1} + \gamma_n w^n.
\end{equation}

Do \( n = n+1 \) and go to (2.20).

**Remark 2.2**: It follows from (2.16) - (2.26) that the effect of the actual geometry is taking place in

(i) The way \( \tilde{f} \) is constructed

(ii) The integrals over \( \gamma \) in the right hand sides of (2.17) and (2.20)

(iii) Evaluation of the \( L^2(\gamma) \)-scalar products in (2.18), (2.21), (2.24) and (2.25).

On the other hand - and this is a justification of the method - the bilinear form in (2.17), (2.20) is independent of \( \omega \) and \( \gamma \).

In the following Section 2.4, we shall discuss a finite element implementation of problem (2.4), (2.5) and of the conjugate gradient algorithm (2.16) - (2.26).
2.4 Finite Element Approximation of Problem (2.4), (2.5).

Let $V_h$ (resp. $\Lambda_h$) be a finite dimensional subspace of $V = H^1_0(\Omega)$ (resp. of $L^2(\gamma)$). We approximate the variational system (2.4), (2.5) by

\begin{equation}
\int_\Omega (\alpha u_h v_h + \nu \nabla u_h \cdot \nabla v_h) \, dx = \int_\Omega f v_h \, dx + \int_{\gamma} \lambda_h v_h \, d\gamma, \forall v_h \in V_h,
\end{equation}

\begin{equation}
\int_{\gamma} (u_h - g_h) \mu_h \, d\gamma = 0, \forall \mu_h \in \Lambda_h.
\end{equation}

\begin{equation}
u_h \in V_h, \lambda_h \in \Lambda_h.
\end{equation}

The spaces $V_h$ and $\Lambda_h$ can be fairly independent from each other (as already observed in [7] in a related context); actually, $V_h$ can be a finite element space based on a regular mesh in $\Omega$ ($V_h$ can also be related to spectral type approximations). On the other hand $\Lambda_h$ can be directly related to the geometry of $\gamma$ and does not need to be satisfying uniform discretization properties. At that stage, we think that it is important to remember that $\Lambda_h$ plays the role of not only $L^2(\gamma)$ but also of $H^{-1/2}(\gamma)$, which is the natural functional space for the multiplier $\lambda$. From this observation it makes sense to use a space $\Lambda_h$ consisting of discontinuous functions over $\gamma$ (piecewise polynomial, for example). Another important issue is the ability to compute easily boundary integrals such as

\begin{equation}
\int_{\gamma} v_h \mu_h \, d\gamma, \forall v_h \in V_h, \mu_h \in \Lambda_h;
\end{equation}

numerical integration can be used for this purpose. Concerning the conjugate gradient algorithm (2.16)—(2.26), very few modifications have to take place to obtain its discrete equivalent, the essential ones being

\begin{equation}
\left\{ \begin{array}{l}
g_h^0 \in \Lambda_h \\
\int_{\gamma} g_h^0 \mu_h \, d\gamma = \int_{\gamma} (u_h^0 - g_h) \mu_h \, d\gamma, \forall \mu_h \in \Lambda_h,
\end{array} \right.
\end{equation}

instead of (2.18), and then
\begin{equation}
\begin{cases}
\alpha u^{n+1}_h \in \Lambda_h, \\
\int_{\gamma} \alpha u^n_{h}\nu \cdot n \, d\gamma = \int_{\gamma} \alpha u^n_{h}\nu \cdot n \, d\gamma - \int_{\gamma} \alpha u^n_{h}\nu \cdot n \, d\gamma, \forall \nu_h \in \Lambda_h,
\end{cases}
\end{equation}

instead of (2.24).

Numerical implementations of the above methodology will be described in the following Section 2.5.

2.5 Numerical Experiments.

The goal of this section is to validate the fictitious domain/Lagrange multiplier paradigm through the solution of some quite simple test problems of Dirichlet type; application to the solution of more complicated problems will be addressed in Section 3 (Navier-Stokes equations) and 4 (Helmholtz equations).

2.5.1 A first test problem.

The test problem to be discussed in this paragraph is the Dirichlet problem below

\begin{equation}
\begin{cases}
\alpha u - \nu \Delta u = f \text{ in } \omega, \\
u = g \text{ on } \gamma,
\end{cases}
\end{equation}

with \(\alpha = 100\), \(\nu = 1\) and \(\omega = (0.25, 0.25) \times (0.75, 0.75)\).

The data \(f\) and \(g\) have been chosen so that the solution of problem (2.33) is

\[ u(x_1, x_2) = x_1^2 + x_2^2, \forall \{x_1, x_2\} \in \omega, \]

(which implies \(f(x_1, x_2) = \alpha(x_1^2 + x_2^2) - 4\nu\)).

In order to test our fictitious domain methodology, domain \(\omega\) has been imbedded in the larger
domain \( \Omega = (0,1) \times (0,1) \) (as shown in Figure 2.2, below)
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and function \( f \) has been extended by \( \alpha(x_1^2 + x_2^2) - 4\nu \) over \( \Omega \).

For the space \( V \) occurring in (2.4) (see Section 2.2) we have taken

\[
V = H^1_{\Gamma}(\Omega) = \{ v | v \in H^1(\Omega), v \text{ periodic at } \Gamma \}.
\]

In order to implement the fictitious domain methodology we introduced triangulations \( \mathcal{T}_h \) of \( \Omega \) such that the one shown in Figure 2.3

![Figure 2.3](image) (Triangulation of \( \Omega \); \( h = 1/4 \)).
These triangulations are such that $\gamma$ is supported by edges of $\mathcal{F}_h$. Next we approximate $V$ by $V_h$ such that

$$V_h = \left\{ v_h \mid v_h \in V \cap C^0(\Omega), v_h |_T \in P_1, \forall T \in \mathcal{F}_h \right\},$$

with $P_1$: space of the polynomials in 2 variables of degree $\leq 1$. In order to use the discrete formulation (2.27)–(2.29) (see Section 2.4) we need to define the multiplier space $\Lambda_h$; an obvious choice is to define $\Lambda_h$ by

$$(2.34) \quad \Lambda_h = \left\{ \mu_h | \mu_h = \tilde{\mu}_h |_\gamma, \tilde{\mu}_h \in V_h \right\};$$

another natural choice is to define $\Lambda_h$ by

$$(2.35) \quad \Lambda_h = \left\{ \mu_h | \mu_h = \text{const. on the edges of } \mathcal{F}_h \text{ supported by } \gamma \right\}.$$  

Indeed choices (2.34), (2.35) lead to satisfactory results (second order accuracy is obtained), but results of much better quality (although no better than second order accurate) are obtained if one defines $\Lambda_h$ by

$$(2.36) \quad \left\{ \Lambda_h = \left\{ \mu_h | \mu_h = \text{const. on the intervals joining the midpoints of the edges of } \\ \mathcal{F}_h \text{ supported by } \gamma \right\};$$

choice (2.36) is visualized on Figure 2.4 below (we have shown the midpoints).
In a sense we use a staggered boundary grid to define $\Lambda_h$ by (2.36). When implementing the finite dimensional version of algorithm (2.16)—(2.26) the discrete analogues of problems (2.17), (2.20) have been solved by a Fast Elliptic Solver compatible with periodic boundary conditions and based on cyclic reduction (see [2], [8]—[14] and the references therein for this approach). Table 2.1, below, shows the performance of the finite element analogue of algorithm (2.16)—(2.26) applied to the test problem considered here, when $\Lambda_h$ is defined by (2.36) (the stopping criterion is the discrete analogue of

\begin{equation}
\left( 2.37 \right) \quad \frac{\int_{\gamma} |g^{n+1}|^2 d\gamma}{\int_{\gamma} |g^n|^2 d\gamma} \leq 10^{-14}.
\end{equation}

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|}
\hline
h & Number of iterations & $\|u-u_h\|_{\infty}$ \\
\hline
1/8 & 7 & $2.6 \times 10^{-3}$ \\
\hline
1/16 & 13 & $6.5 \times 10^{-4}$ \\
\hline
1/32 & 20 & $1.6 \times 10^{-4}$ \\
\hline
1/64 & 27 & $4.1 \times 10^{-5}$ \\
\hline
\end{tabular}
\end{center}
\caption{Table 2.1}
\end{table}

The above table clearly suggests that:

(i) The approximation is second order accurate.

(ii) The number of iterations increases as $h^{-1/2}$, which is what we can expect from a theoretical point of view since the condition number of the discrete analogue of operator $A$ (see Section 2.3) is $O(h^{-1})$. 
Figure 2.5 shows (on a logarithmic scale) the variation of the residual $\|\mathbf{s}_{h}^{n+1}\|_{L^2(\gamma)} / \|\mathbf{s}_{h}^{n}\|_{L^2(\gamma)}$ versus the number of iterations, for $h=1/64$. The computed results coincide quite well with the exact ones as shown on Figure 2.6 where the variations of $x_1 \rightarrow u(x_1, 0.5)$ and $x_1 \rightarrow u_h(x_1, 0.5)$ have been represented; both curves cannot be distinguished, in practice. Actually, and as it can be expected, the maximum error is reached on $\gamma$ (see Table 2.2).
Figure 2.5 shows (on a logarithmic scale) the variation of the residual $\frac{\|s_{h}^{n+1}\|_{L^2(\gamma)}}{\|s_{h}^{0}\|_{L^2(\gamma)}}$ versus the number of iterations, for $h=1/64$. The computed results coincide quite well with the exact ones as shown on Figure 2.6 where the variations of $x_1-u(x_1,5)$ and $x_1-u_h(x_1,5)$ have been represented; both curves cannot be distinguished, in practice. Actually, and as it can be expected, the maximum error is reached on $\gamma$ (see Table 2.2).
3. Application to the Navier-Stokes equations for Dirichlet boundary conditions.

3.1 Generalities. Formulation.

In this section we shall briefly discuss fictitious domain methods for solving the unsteady incompressible Navier-Stokes equations for Dirichlet boundary conditions. In this section, which can be seen as a generalization of [4] we take full advantage of tame discretization by operator splitting methods to implement fictitious domain methods.

Using the notation of Figure 2.1 (see Section 2.2) we consider the following Navier-Stokes equations

\begin{align}
(3.1) \quad \frac{\partial u}{\partial t} - \nu \nabla^2 u + (u \cdot \nabla) u + \nabla p &= f \text{ in } \omega, \\
(3.2) \quad \nabla \cdot u &= 0 \text{ in } \omega \text{ (incompressibility condition)}, \\
(3.3) \quad u &= g \text{ on } \gamma \text{ (with } \int_{\gamma} g \cdot n \, d\gamma = 0), \\
(3.4) \quad u(x,0) &= u_0(x), x \in \omega, \text{ with } \nabla \cdot u_0 = 0.
\end{align}

In (3.1), (3.2), \( u = \{u_i\}_{i=1}^d \) is the flow velocity, \( p \) is the pressure, \( f \) is a density of external forces, \( \nu(>0) \) is a viscosity parameter, \( \nabla = \{\frac{\partial}{\partial x_i}\}_{i=1}^d \), \( \nabla^2 = \Delta = \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2} \), and

\[(v \cdot \nabla) w = \left\{ \sum_{j=1}^d v_j \frac{\partial w}{\partial x_j} \right\}_{i=1}^d.
\]

3.2 An equivalence result.

We imbed \( \omega \) in \( \Omega \) as shown in Figure 2.1 and define

\[V_P = \left\{ v \mid v \in (H^1(\Omega))^d, \ v \text{ periodic at } \Gamma \right\}.
\]

Next we observe that if \( U_0 \) is an extension of \( u_0 \) which is divergence free in \( \Omega \), and \( \tilde{f} \) an extension of \( f \), we have equivalence between (3.1) – (3.4) and
\[
\begin{aligned}
\left\{ \begin{array}{l}
\int_{\Omega} \frac{\partial U}{\partial t} \cdot v dx + \nu \int_{\Omega} \nabla U \cdot \nabla v dx + \int_{\Omega} (U \cdot \nabla) U \cdot v dx - \int_{\Omega} P \nabla \cdot v dx = \\
\int_{\gamma} \tilde{f} \cdot v dx + \int_{\gamma} \lambda \cdot v d\gamma, \ \forall v \in V_p; \ U(t) \in V_p \ a.e. \ t > 0,
\end{array} \right.
\end{aligned}
\]

(3.5)

\[
\nabla \cdot U = 0 \text{ in } \Omega,
\]

(3.6)

\[
U(x,0) = U_0(x), \ x \in \Omega,
\]

(3.7)

\[
U = g \text{ on } \gamma,
\]

(3.8)

in the sense that

\[
U|_{\gamma_0} = u, \ P|_{\gamma_0} = p.
\]

(3.9)

Concerning the multiplier \(\lambda\), its interpretation is very simple since it is equal to the jump of \(\nu \frac{\partial U}{\partial n} - nP\) at \(\gamma\).

3.3 A method combining fictitious domains and operator splitting.

In order to solve (3.5)–(3.9) we shall time discretize it by an operator splitting method like the ones discussed in e.g. [6], [15]–[18], [31], [33], [34].

For simplicity, we consider the time discretization of (3.5)–(3.9) by the Peaceman-Rachford scheme (cf. [15]). With \(\Delta t(>0)\) a time discretization step we obtain

\[
U^0 = U_0;
\]

(3.10)

for \(n \geq 0\), knowing \(U^n\), we compute \(\{U^{n+1/2}, P^{n+1/2}, \lambda^{n+1/2}\}\) and then \(U^{n+1}\) by solving
Due to page limitation we shall not give a detailed account on the solution of problems (3.11) and (3.12); we shall make however the following remarks:

**Remark 3.1:** Problem (3.11) can be solved by a variant of the algorithm described in Section 2, the main difference being that at each iteration, we have to solve a Stokes problem instead of a simple elliptic problem. However due to the periodic boundary conditions, it follows from, e.g. [18], [19], that Stokes problems can be solved by iterative techniques converging in one iteration.

**Remark 3.2:** We have taken advantage of the splitting to treat the advection without being concerned about the constraint $u=g$ at $\gamma$. Also due to the periodic boundary conditions, problem (3.12) is well suited to solution methods based on high order upwinding on regular meshes, or on the backward method of characteristics (see, e.g. [20]).
Remark 3.3: The fictitious domain approach discussed here seems to be well suited for those situations where \( \gamma \) is time dependent like in some free boundary problems for example.

3.4 Numerical Experiments.

The results presented here are quite preliminary; they concern the time dependent Stokes problem

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nu \nabla^2 u + \nabla p &= 0 \text{ in } \omega, \\
\nabla \cdot u &= 0 \text{ in } \omega, \\
u_0 &= 0 \text{ in } \omega, \\
u &= g \text{ on } \gamma,
\end{align*}
\]

in the case where \( \omega=(0.25,0.75) \times (0.25,0.75) \) and where \( g \) is defined as follows:

\[g(x,t) = (1-e^{-\alpha t}) \{1,0\} \text{ if } x_1 \in (0.25,0.75), x_2 = 0.75; g = 0 \text{ elsewhere on } \gamma.\]

On the basis of [18], we have taken the same triangulation to define the discrete velocity and pressure spaces, this being justified by the periodic boundary conditions. It seems however that the space \( K_h \) containing the discrete multipliers has to be properly defined in order to avoid spurious oscillations for the pressure; we shall go back on this fundamental issue in a forthcoming article.

Via time discretization, problem (3.13)–(3.17) has been reduced to a sequence of Stokes problems, which were solved by a fictitious domain method closely related to the one discussed in Section 2 for elliptic problems. Integration has been carried out until a steady state has been reached. We have taken \( \nu=10^{-2}, \alpha=50, \Delta t=10^{-2} \) and \( h=1/32 \). The various elliptic problems encountered in the solution process have been solved by cyclic reduction as in Section 2.

Figure 3.1 shows the streamlines of the computed solution in \( \omega \). Figure 3.2 shows the graph of the computed stream function \( \psi \), i.e., the solution of the discrete analogue of

\[-\Delta \psi = \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \text{ in } \omega, \psi = 0 \text{ on } \gamma.\]
Figure 3.1
(Streamlines of the steady solution)

Figure 3.2
(Stream function visualization)
Figures 3.3 and 3.4 show the discrete pressure contours (isobar lines) and graph, respectively. We observe that the discrete pressure is totally clean of spurious oscillations, despite the fact that the same triangulation has been used to approximate both pressure and velocity.

Figure 3.3
(Pressure contours)

Figure 3.4
(Pressure visualization)
4. Lagrange multiplier/fictitious domain solution of the Helmholtz equation.

4.1 Generalities.

Motivated by Acoustics and Electromagnetics we consider the scattering of a monochromatic wave (of wave number $k$) by an obstacle $\Lambda \subset \mathbb{R}^d$, $d=2$ or $3$ of boundary $\gamma$. The reflected field satisfies the following Helmholtz equation (which is complex valued)

\begin{align}
(4.1) \quad \Delta u + k^2 u &= 0 \quad \text{in } \mathbb{R}^d \setminus \overline{\Lambda}, \\
(4.2) \quad u &= g \quad \text{on } \gamma, \\
(4.3) \quad \lim_{r \to +\infty} \left( \frac{\partial}{\partial r} - i k \right) u &= 0 \left( r^{\frac{1-d}{2}} \right),
\end{align}

where relation (4.3) is the classical Sommerfeld radiation condition (see [21]). A classical approach for field solution methods is to bound $\mathbb{R}^d \setminus \overline{\Lambda}$ (see Figure 4.1) and to specify on the artificial boundary $\Gamma$ well chosen absorbing boundary conditions (see, e. g., [22], [23], [24] for more details). We shall call $\omega$ the bounded physical domain and define $\Omega$ by $\Omega =$ interior of $(\omega \cup \overline{\Lambda})$.

![Figure 4.1](image.png)
First order (resp. second order) absorbing boundary conditions are given by

\begin{equation}
\left( \frac{\partial}{\partial n} - ik \right) u = 0 \quad \text{on } \Gamma
\end{equation}

(resp.)

\begin{equation}
\left( \frac{\partial}{\partial n} - ik - \frac{1}{2k} \Delta_\Gamma \right) u = 0 \quad \text{on } \Gamma.
\end{equation}

In (4.5), \( \Delta_\Gamma \) is the Laplace-Beltrami operator. The Helmholtz problem whose solution will be discussed in the following paragraphs is finally (4.1), (taking place in \( \Omega \)), (4.2), completed by either (4.4) or (4.5). Let us mention that equations (4.1), (4.2) model electro-magnetic phenomena in the case of TM polarization (TM: Transverse Magnetic). Let us mention also that everything else being the same, the second order condition (4.5) allows smaller domains \( \Omega \), resulting therefore in significant CPU and storage savings.

A multiplier fictitious domain formulation of problems (4.1), (4.2), (4.4) and (4.1), (4.2), (4.5).

In ref. [4] a non multiplier/fictitious domain method (based on a control formulation) has been discussed and the corresponding numerical results have been reported in [25]. In this section we would like to address the solution of (4.1), (4.2), (4.5) (which is the more complicated problem) by a method which is conceptually close to the method already discussed in Section 1. Before describing the fictitious domain method it is most useful to derive an appropriate variational formulation of problem (4.1), (4.2), (4.5). As in [4] we introduce the following (complex) Hilbert space

\begin{equation}
V = \{ v | v = v_1 + iv_2 \in H^1(\Omega), \nabla_\Gamma v \in L^2(\Gamma) \},
\end{equation}

where \( \nabla_\Gamma \) is the tangential gradient of \( v \) on \( \Gamma \). It is then quite easy to show that (4.1), (4.2), (4.5) is equivalent to the following variational system

\begin{equation}
\int_{\Omega} (\nabla \bar{u} \cdot \nabla v - k^2 \bar{u} v) dx - i \int_{\Gamma} (k \bar{u} v - \frac{1}{2k} \nabla_\Gamma \bar{u} \cdot \nabla_\Gamma v) d\Gamma = \langle \lambda, v \rangle, \quad \forall v \in V,
\end{equation}
\begin{align}
\langle \mu, \bar{u} - g \rangle &= 0, \quad \forall \mu \in H^{-\frac{1}{2}}(\gamma), \\
\bar{u} \in \mathcal{V}, \quad \lambda \in H^{-1/2}(\gamma).
\end{align}

In (4.7), (4.8), \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( H^{-\frac{1}{2}}(\gamma) \) and \( H^{\frac{1}{2}}(\gamma) \). We clearly have \( u = \bar{u}|_{\Omega} \). From now on, we shall drop the \( \bar{\cdot} \) from \( \bar{u} \). Despite the fact that computers can work in complex arithmetic we shall consider (4.7)-(4.9) as a system of real valued equations for the unknown functions \( u_1, u_2 \) such that \( u = u_1 + iu_2 \), and \( \lambda_1, \lambda_2 \) such that \( \lambda = \lambda_1 + i\lambda_2 \). We shall denote by \( u \) and \( \lambda \) the pairs \( \{u_1, u_2\} \) and \( \{\lambda_1, \lambda_2\} \), respectively. With this notation, equations (4.7)-(4.9) yield (with this time \( V \) defined over \( \Omega \))

\begin{equation}
\begin{cases}
\forall v \in \mathcal{V} \\
\int_{\Omega} (V u \cdot \nabla v - k^2 u \cdot v) \, dx + \int_{\Gamma} (k R u \cdot v - \frac{1}{2k} \nabla_{\Gamma} R u \cdot \nabla_{\Gamma} v) \, d\Gamma = \langle \lambda, v \rangle,
\end{cases}
\end{equation}

where, in (4.10), the (rotation) matrix \( R \) is given by

\begin{equation}
R = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix},
\end{equation}

and where \( g = \{g_1, g_2\} \) (if \( g = g_1 + ig_2 \)).

\textbf{4.3 Iterative solution of Problem (4.10), (4.11).}

\textbf{4.3.1 Generalities.}

Due to the presence of matrix \( R \), the bilinear form in the left hand side of the equation in (4.10) is non-symmetric; indeed it is also indefinite. Due to these properties, we cannot expect algorithms like (2.16)-(2.26) (which is essentially a saddle-point searcher (à la Usawa; cf. [26, Chapter 2 and Appendix 2])) to converge. Unfortunately, numerical experiments confirm this.
4.3.2 A least-squares Formulation of Problem (4.10), (4.11).

Following an approach which has been successful in other contexts (as shown in [29]—[34], for example) we formulate problem (4.10), (4.11) by

$$
\text{Min} \quad \{v, \mu\} \in V \times V \times \Lambda \quad J(v, \mu),
$$

where $\Lambda = L^2(\gamma) \times L^2(\gamma)$, where $J: V \times V \times \Lambda \rightarrow \mathbb{R}$ is defined (with $\alpha$ and $\beta$ both positive) by

$$
J(v, \mu) = \frac{1}{2} \int_{\Omega} (|\nabla y|^2 + \alpha |y|^2)dx + \frac{\beta}{2} \int_{\Gamma} |\eta|^2 d\gamma,
$$

with $y(= y(v, \mu))$ and $\eta(= \eta(v, \mu))$ the respective solutions of

$$
y \in V \times V; \forall z \in V \times V \quad \text{we have} \quad \int_{\Omega} (\nabla y \cdot \nabla z + \alpha y \cdot z)dx = \\
\int_{\Omega} (\nabla v \cdot \nabla z - k^2 v \cdot z)dx + \int_{\Gamma} (k R v \cdot z - \frac{1}{2k} \nabla_{\Gamma} R v \cdot \Gamma^2) d\Gamma - \int_{\Gamma} \mu \cdot z d\gamma,
$$

$$
\eta \in \Lambda; \forall \theta \in \Lambda \quad \text{we have} \quad \int_{\Gamma} \eta \cdot \theta d\gamma = \int_{\Gamma} (v - g) \cdot \theta d\gamma.
$$

4.3.3 Conjugate Gradient Solution of the Least Squares Problem (4.13).

Using a classical perturbation analysis we should easily prove that the derivative $J'(v, \mu)$ of $J(\cdot, \cdot)$ at $(v, \mu)$ is defined by
\begin{align}
\left\langle J'(v, \mu), \{w, \theta\} \right\rangle &= \int_{\Omega} (\nabla y \cdot \nabla w - k^2 y \cdot w) dx + \int_{\Gamma} (k R^k y \cdot w + \frac{1}{2k} \nabla_{\Gamma} R^k y \cdot \nabla_{\Gamma} w) d\Gamma \\
&+ \beta \int_{\gamma} \eta \cdot w d\gamma - \int_{\gamma} y \cdot \theta d\gamma, \quad \forall \{w, \theta\} \in V \times V \times \Lambda.
\end{align}

Using now the knowledge of \( J' \) we can solve problem (4.13) by the following conjugate gradient algorithm which operates on \( V \times V \times \Lambda \) equipped with the following metric

\[ \left\| \{s, \theta\} \right\|_{V \times V \times \Lambda} = \left( \int_{\Omega} \left( |\nabla s|^2 + \alpha |s|^2 \right) dx + \beta \int_{\gamma} |\theta|^2 d\gamma \right)^{\frac{1}{2}}. \]

**Initialization:**

\begin{align}
\{u^0, \lambda^0\} \in V \times V \times \Lambda \quad \text{is given;}
\end{align}

**solve then the following variational system**

\begin{align}
\text{\( y^0 \in V \times V; \forall \varepsilon \in V \times V, \text{ we have} \) } \\
\int_{\Omega} (\nabla y^0 \cdot \nabla \varepsilon + \alpha y^0 \cdot \varepsilon) dx = \\
\int_{\Omega} (\nabla u^0 \cdot \nabla \varepsilon - k^2 u^0 \varepsilon) dx + \int_{\Gamma} (k R u^0 \cdot \varepsilon - \frac{1}{2k} \nabla_{\Gamma} R u^0 \cdot \nabla_{\Gamma} \varepsilon) d\Gamma - \int_{\gamma} \lambda^0 \cdot \varepsilon d\gamma,
\end{align}

\begin{align}
\eta^0 \in \Lambda; \forall \theta \in \Lambda \text{ we have } \int_{\gamma} \eta^0 \cdot \theta d\gamma = \int_{\gamma} (u^0 - g) \cdot \theta d\gamma.
\end{align}

**Next, define** \( g^0 = \{g_{u^0}, g_{\lambda^0}\} \in V \times V \times \Lambda \) \text{ by }

\begin{align}
\text{\( \int_{\Omega} (\nabla g_{u^0} \cdot \nabla \varepsilon + \alpha g_{u^0} \varepsilon) dx = \int_{\Omega} (\nabla y^0 \cdot \nabla \varepsilon - k^2 y^0 \varepsilon) dx + \int_{\Gamma} (k R y^0 \cdot \varepsilon - \frac{1}{2k} \nabla_{\Gamma} R y^0 \cdot \nabla_{\Gamma} \varepsilon) d\Gamma \\
+ \beta \int_{\gamma} \eta^0 \cdot \varepsilon d\gamma, \forall \varepsilon \in V \times V; g_{u^0} \in V \times V,
\end{align}

\begin{align}
\int_{\gamma} \beta g_{\lambda^0} \cdot \mu d\gamma = - \int_{\gamma} y^0 \cdot \mu d\gamma, \forall \mu \in \Lambda,
\end{align}

\begin{align}
g_{\lambda^0} \in \Lambda,
\end{align}
and set

\begin{equation}
(4.23) \quad \mathbf{w}^0 = (w^0_u, w^0_\lambda) = (g^0_u, g^0_\lambda). \quad \square
\end{equation}

Then for \( n \geq 0 \), assuming that \( u^n, \lambda^n, g^n, w^n \) are known, we update them as follows:

Descent:

Solve

\begin{equation}
(4.24) \quad \begin{cases}
\mathbf{y}^n \in V \times V; \forall x \in V \times V \text{ we have } \int_\Omega (\nabla \mathbf{y}^n \cdot \nabla x + \alpha x) dx = \\
\int_\Omega (\nabla w^n_u \cdot \nabla x - \delta w^n_u x) dx + \int_\Gamma (kRw^n_u x - \frac{1}{2k} \nabla_\Gamma R w^n_u \cdot \nabla_\Gamma x) d\Gamma - \int_\Gamma w^n_u \cdot n d\gamma,
\end{cases}
\end{equation}

\begin{equation}
(4.25) \quad \mathbf{\eta}^n \in \Lambda; \forall \theta \in \Lambda \text{ we have } \int_\gamma \mathbf{\eta}^n \cdot \theta d\gamma = \int_\gamma w^n_u \cdot \theta d\gamma,
\end{equation}

and then

\begin{equation}
(4.26) \quad \begin{cases}
\mathbf{z}^n_u \in V \times V; \forall x \in V \times V \text{ we have } \int_\Omega (\nabla \mathbf{z}^n_u \cdot \nabla x + \alpha \mathbf{\eta}^n_u x) dx = \\
\int_\Omega (\nabla \mathbf{y}^n \cdot \nabla x - \delta \mathbf{y}^n x) dx + \int_\Gamma (kR\mathbf{y}^n \cdot \nabla_\Gamma \mathbf{y}^n \cdot \nabla_\Gamma x) d\Gamma + \beta \int_\gamma \mathbf{\eta}^n \cdot x d\gamma,
\end{cases}
\end{equation}

\begin{equation}
(4.27) \quad \mathbf{\zeta}^n_\lambda \in \Lambda; \forall \mu \in \Lambda \text{ we have } \beta \int_\gamma \mathbf{\zeta}^n_\lambda \cdot \mu d\gamma = - \int_\gamma \mathbf{y}^n \cdot \mu d\gamma.
\end{equation}

Compute now

\begin{equation}
(4.28) \quad \rho_n = \frac{\int_\Omega (|\nabla g^n_u|^2 + \alpha |g^n_u|^2) dx + \beta \int_\gamma |\mathbf{g}^n_\lambda|^2 d\gamma}{\int_\Omega (|\nabla \mathbf{g}^n_u|^2 + \alpha |\mathbf{g}^n_u|^2) dx + \beta \int_\gamma |\mathbf{g}^n_\lambda|^2 d\gamma},
\end{equation}

and then
(4.29) \( u^{n+1} = u^n - \rho_n w^n_u, \lambda^{n+1} = \lambda^n - \rho_n w^n_\lambda \),

(4.30) \( g_u^{n+1} = g_u^n - \rho_n \tilde{g}_u^n, g_\lambda^{n+1} = g_\lambda^n - \rho_n \tilde{g}_\lambda^n \).

Testing the convergence and constructing the new descent direction:

If \( \|g^{n+1}\|_{V \times V \times \Lambda} / \|g^n\|_{V \times V \times \Lambda} \leq \epsilon \), take \( u = u^{n+1}, \lambda = \lambda^{n+1} \); if not compute

(4.31) \( \gamma_n = \|g^{n+1}\|^2_{V \times V \times \Lambda} / \|g^n\|^2_{V \times V \times \Lambda} \)

and

(4.32) \( \{w_u^{n+1}, w_\lambda^{n+1}\} = \{g_u^{n+1}, g_\lambda^{n+1}\} + \gamma_n \{w_u^n, w_\lambda^n\}. \)  \( \square \)

Do \( n = n+1 \) and go to (4.24).

4.4 Finite Element Implementation of the Fictitious Domain Methodology.

In Sections 4.2 and 4.3 we have described a fictitious domain methodology for the solution of the Helmholtz equation. The finite element implementation of this methodology, and particularly of the conjugate gradient algorithm (4.18)–(4.33), obeys essentially to the rules and principles described in Section 2.4, concerning the solution of the Dirichlet problem (2.1), (2.2). This is particularly true concerning the choice of the multiplier space \( \Lambda_n \) and the numerical evaluation of the various boundary integrals over the physical boundary \( \gamma \).

4.5 Numerical Experiments.

4.5.1 Generalities.

This section has to be understood essentially as a feasibility study, in order to obtain some very preliminary information concerning the possibility of solving Helmholtz and ultimately Maxwell
equations by fictitious domain methods. For example instead of Sommerfeld radiation conditions, we have been prescribing Dirichlet conditions on the exterior boundary of the physical domain. Also, as mentioned above, we have been using a (almost) brute force iterative method to compute the approximate solutions. The test problems to be discussed concern the solution of the Helmholtz equation

\begin{equation}
\Delta u + k^2 u = 0 \text{ in } \omega, \tag{4.33}
\end{equation}

\begin{equation}
u = g \text{ on } \gamma \cup \Gamma, \tag{4.34}
\end{equation}

where, in (4.33), (4.34), we use the notation of Figure 4.1 (See Section 4.1). The methodology is the one described in Sections 4.2, 4.3 and 4.4, in particular, the elliptic problems (of Dirichlet type) playing the role of (4.19), (4.21) and (4.24), (4.26) in algorithms (4.18)-(4.33), are solved by a Fast Dirichlet solver of cyclic reduction type. Incidentally, we have taken \(\alpha=0\) and \(\beta=1\) in the least squares formulation (4.13). As test problems, we have considered the case where the obstacle \(A\) is a disk (Section 4.5.2), an ellipse (Section 4.5.3.), and a double-ellipse (Section 4.5.4).

4.5.2 A first test problem: The disk case.

For this test problem, domain \(A\) is the disk centered at \(\{0,0\}\) and of radius 1/4; domain \(\Omega\) is the square \((-1,1) \times (-1,1)\). The Dirichlet boundary condition prescribed on \(\gamma\) and \(\Gamma\) correspond to the exact solution

\begin{equation}u(x_1,x_2) = \sin k(x_1 \cos \theta + x_2 \sin \theta), \tag{4.35}\end{equation}

where, in (4.35), \(\theta\) is an angle between 0 and 2\(\pi\). The above function is clearly a solution of (4.33), and the angle \(\theta\) controls the incidence of the plane wave hitting \(A\). A typical mesh used for the fictitious domain calculation is shown on Figure 4.2; it corresponds to \(h=1/32\). The discrete multiplier space \(\Lambda_h\) is defined as in Section 2.5.2. On Figure 4.3 we have shown the variation of the discrete analogue of \(\|g^h\|_{V \times \Lambda} / \|g^0\|_{V \times \Lambda}\) versus \(n\), when using a finite dimensional variant of the conjugate gradient algorithm (4.18)-(4.32); this calculations corresponds to \(\theta=\pi/4\), \(k=9\) and \(h=1/64\). The chaotic aspect of this curve suggests that there is plenty of room for better iterative methods and/or preconditioners. Indeed, it is worth mentioning the reorthogonalization procedure
advocated by Roux in [35], in order to reduce the effect of round-off and truncation errors on convergence of conjugate gradient algorithms.

Figures 4.4(a), (b), (c) show the variation of $\|u - u_h\|_{L^2(\Omega)}$ as a function of $k$ for $h=1$, $1/32$ and $1/64$, respectively. We observe with interest the sudden surge in the error, occurring at the values of $k$ for which $k^2$ is an eigenvalue of the discrete negative Laplace operator on $\Omega$, for Dirichlet boundary conditions on $\Gamma$. We also observe that these peak values decrease with $h$. Figure 4.1 displays, for $k=9$, and $\theta=\pi/4$, the error $\|u - u_h\|_{L^2(\omega)}$ and the number of iterations versus $h$. 
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\[
\begin{array}{|c|c|c|}
\hline
h & ||u - u_h||_{L^2(\omega)} & \text{Iteration Number} \\
\hline
1/16 & 7.1 \times 10^{-2} & 92 \\
1/32 & 1.9 \times 10^{-2} & 204 \\
1/64 & 4.8 \times 10^{-3} & 101 \\
\hline
\end{array}
\]

Table 4.1 \((k=9, \theta = \pi/4)\)

It appears from Table 4.1 that our approximation is \(O(h^2)\) and that the number of iterations necessary to achieve convergence seems to be independent of \(h\) away from the resonances. Finally, still for \(k=9\) we have visualized on Figures 4.5(a), (b) the variations of \(u\) and \(u_h\) for \(k=9, h=1/64, \theta = \pi/4\) along the horizontal and vertical diameters of \(A\), respectively. The exact and computed results coincide with a very high accuracy.
4.5.3 A second test problem: The single ellipse case.

For this test problem, domain A is the interior of the ellipse $x_1^2 + 4x_2^2 = 1/16$; the great axis is therefore 1/2 long, while the small one is 1/4 long; domain $\Omega$ is again the square $(-1,1) \times (-1,1)$ as shown on Figure 4.6, together with a finite element grid corresponding to $h=1/16$. The exact solution is still defined by (4.35). For $k=9$, $\theta=\pi/4$ and $h=1/64$ the conjugate residual shown on Figure 4.7 looks like very much the one on Figure 4.3; the same conclusions hold.

On Figure 4.8(a), (b), (c) we have shown the variation of $\|u_h - u\|_{L^2(\omega)}$ versus $k$ for $\theta=\pi/4$ and $h=1/16$, 1/32, 1/64, respectively. The stopping criterion is defined (with obvious notation) by

\[(4.37) \quad \frac{\|\varepsilon_h^{n+1}\|_{V_h \times \Lambda_h}}{\|\varepsilon_h^n\|_{V_h \times \Lambda_h}} \leq 10^{-7}.\]
Figure 4.6

Figure 4.7
Figure 4.8(a)
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We observe phenomena similar to those observed in Section 4.5.2 for the disk. Table 4.2, below exhibits the same qualitative behavior than Table 4.1. The number of iterations necessary for convergence is nevertheless higher; on the other hand the $L^2$-errors are smaller and still $O(h^2)$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|u - u_h|_{L^2(\omega)}$</th>
<th>Iteration Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>$7.1 \times 10^{-2}$</td>
<td>142</td>
</tr>
<tr>
<td>1/32</td>
<td>$1.7 \times 10^{-2}$</td>
<td>221</td>
</tr>
<tr>
<td>1/64</td>
<td>$4.4 \times 10^{-3}$</td>
<td>152</td>
</tr>
</tbody>
</table>

Table 4.2
Actually, of one replaces $10^{-7}$ by $10^{-6}$ in (4.36) the iteration number may be substantially reduced. If one plots the variations of $u_h$ and $u$ along the horizontal and vertical axes of the ellipse for $k=9, \theta=\pi/4$ and $h=1/64$ once again we can not distinguish between approximate and exact solutions.

4.5.4 A third test problem: The double ellipse case.

For this test problem, domain $A$ is the union of the interiors of the two ellipses whose equations are given (see Figure 4.9) by

$$x_1^2 + 4(x_2 - 3/16)^2 = 1/16 \text{ and } x_1^2 + 4(x_2 + 3/16)^2 = 1/16.$$ 

The distances between the two ellipses is $1/8$. Domain $A$ has been imbedded in $(-1,1) \times (-1,1)$ as shown on Figure 4.9, which also shows the finite element grid used for calculations (here $h=1/32$). For $k=9, \theta=\pi/4$ and $h=1/64$ the conjugate residual shown on Figure 4.10 looks like very much those on Figures 4.3 and 4.7. Table 4.3 shows the variations of $||u_h - u||_{L^2(\omega)}$ and of the number of iterations, versus $h$.
The above table shows that once again $\|u_h - u\|_{L^2(\omega)} = o(h^2)$ and that the number of iteration seems to decrease with $h$. Figures 4.11 to 4.13 shows (for $k=9$, $\theta = \pi/4$, $h=1/64$) the variations of $u_h$ and $u$ on different lines of the plane $x_1 \times x_2$, namely the lines $x_1=0$, $x_2=0$ and $x_2=3/16$, respectively.
The coincidence between exact and approximate solution is (once again) excellent.
5. Conclusion.

The Lagrange multiplier/fictitious domain methodology discussed in this article improves from our point of view the closely related methodology discussed in [5] and [25]. The methods discussed here are closely related to the capacitance matrix methods discussed in e.g. [36], [37] (see also the references therein), with nevertheless more flexibility here concerning the use of the Lagrange multipliers. The concept is fully validated for elliptic Dirichlet problems and looks promising for Navier-Stokes and Helmholtz equations; progress however is still needed concerning better preconditioners. Application to Neumann type problems is discussed in the companion paper [38].
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