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7. The mortar element method with overlapping
subdomains

Yves Achdou1 , Yvon Maday 2

Introduction

The mortar element methods were introduced in [BMP94] for non overlapping domain
decompositions in order to couple different variational approximations in different
subdomains. In the finite element context, one important advantage of the mortar
element methods is that it allows for using structured grids in subdomains thus fast
solvers [AAH+98]. The resulting methods are nonconforming but still yield optimal
approximations. The literature on the mortar element methods is growing numerous
see [AMW99] and reference therein.

In this paper, we shall discuss the case of overlapping subdomains, with meshes
constructed in an independent manner in each subdomain. As pointed by F. Hecht,
J.L. Lions, and O. Pironneau, [LP99, HLP99] such a situation can occur if the domain
of computation is a scene constructed by Constructive Solid Geometry as usual in
Image Synthesis and Virtual Reality : each object of the scene is described by set
operations on primitive shapes like cubes, cylinders, spheres and cones. With VRML
(the language of VR), the objects may be described as unions of more elementary
objects with primitive shapes, which are never intersected, so it is not possible to
construct a global mesh. Each simple object must have its individual mesh. In [LP99,
HLP99], many algorithms (including algorithms from control theory) for this situation
are proposed, and cover more general cases than overlapping subdomains (domain with
holes for example).

We also note that independent of the development of the mortar methods, overlap-
ping domain decomposition with non matching grids has been used for finite difference
discretizations in the engineering community : these methods are often referred to as
the chimera methods see [CH90, SB87],

To our knowledge, mortar methods with overlapping subdomains have been pro-
posed first by Y. Kuznetsov [Kuz97] who focused on iterative solvers with Lagrange
multipliers. For two overlapping subdomains, the mortar method has been analyzed
by X.C. Cai and M. Dryja and M. Sarkis [CDS99] in two dimensions. They have
considered two subdomains, with non matching grids and piecewise linear Lagrange
finite elements. In particular, they have considered the case when the overlapping
parameter is 0, (two rectangular subdomains for a L shaped domain). They have also
proposed iterative solvers and preconditioners for the linear systems arising from the
mortar discretization.

In this paper, we generalize their method in two dimensions, with more than two
subdomains. We shall see that technical difficulties arise when the boundary of two
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subdomains cross each other. For simplicity, we consider the Laplace equation and we
rule out the case when the overlap may vanish. For such situations, one should mix
the method described in [CDS99] and the one below.

This paper contains the results of a more detailed work, see [YM00] where the
proofs of the results below are given, and where iterative preconditioned solvers are
discussed too.

Description of the method and numerical analysis

First definitions

In all what follows, c or C will stand for various constants, independent from the
geometric parameters.

We consider a polygonal domain Ω of R
2 and the model boundary value problem

in Ω

−∆u = f in Ω,
u = 0 on ∂Ω. (1)

We consider first a family of overlapping subdomains (Ωk)k∈{1,...,K} with polygonal
shapes covering Ω:

Ω =
K
∪

k=1
Ωk. (2)

We denote byHk the diameter of Ωk andH the maximal diameterH = max1≤k≤K Hk.
We assume that there exists a constant c such that for any k, 1 ≤ k ≤ K, cH ≤ Hk ≤
H . We also suppose that there exists a constant τ such that any subdomain Ωk

contains a ball of diameter greater than τH .
For any subdomain Ωk, we denote by δk the minimum distance of overlap between

Ωk and ∪i �=kΩi:

δk = inf
x∈Ωk\∪i�=kΩi

inf
y∈∪i�=kΩi\Ωk

|x− y|.

We also define δ ≡ mink δk.

Assumption 1 We assume that the intersection of two subdomains’ boundaries can
only be isolated points, called crosspoints. We assume that there exists a constant α,
0 < α ≤ π

2 such that the angles (taken not greater than π
2 ) between two subdomains

boundaries crossing each other are all greater than α. For simplicity, we assume
also that a given crosspoint is neither the intersection of more than two subdomains’
boundaries, nor the vertex of a subdomain.

Assumption 2 We assume that there exists a constant number N1 such that, for any
ball B of diameter H, B ∩Ω is covered by at most N1 subdomains.

This assumption yields two important consequences:

Property 1 We denote by ωk the union of the subdomains intersecting Ωk, and by
Ik the set of the integers i such that Ωi ⊂ ωk. There exists a constant n1(N1) such
that, for any k, 1 ≤ k ≤ K, cardinal(Ik) ≤ n1(N1).
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Figure 1: The spaces Z l
k and W̃ l

k : nodal bases

Property 2 There exists a constant n2(N1) such that, the number of subdomains
containing a given point in Ω is bounded by n2(N1).

We also make the assumption

Assumption 3 The number of crosspoints lying on ∂Ωk is bounded by a constant N2.

On each subdomain Ωk, we have a family of triangular meshes Tk,hk
whose triangles

have maximal diameters hk. The meshes are constructed in an independent manner.
The mesh points on ∂Ωk need not match with the mesh points in the overlapping sub-
domains. We assume that the families (Tk,hk

)hk
are shape regular and quasi uniform,

see [Cia78]. We agree to simplify the notations by replacing Tk,hk
by Tk.

Assumption 4 We call h = max
k

hk and we assume that, for a given positive constant

C,

Ch < δ. (3)

Associated with the mesh Tk, we consider the spaces Zk and Xk of piecewise linear
Lagrange finite elements

Zk =
{

uk is continuous in Ωk,
∀t ∈ Tk, uk|t is linear

}
, Xk ≡ {uk ∈ Zk, uk = 0 on ∂Ω ∩ ∂Ωk} .

Each space Xk and Zk is supplied with its usual nodal basis functions. We define
X = ΠK

k=0 Xk. The vectors u = (uk)k∈{1...K} of X are collections of functions defined
in the subdomains, but no continuity constraints are imposed at the subdomains
boundaries. The nodal basis of X can be found by taking the product of the nodal
bases of the spaces Xk.

We denote by (Γl
k)l∈{1...Ek} the edges of ∂Ωk. For an edge Γl

k of ∂Ωk, we denote
by Zl

k the space of functions obtained by taking the trace on Γl
k of the functions of

Zk, and by T l
k the trace of the mesh Tk on Γl

k. The space Z l
k is the space of piecewise

linear Lagrange finite elements on T l
k .

The matching condition

In order to discretize (1), we need to define a subspace Y of X by imposing weak
continuity constraints at the subdomains boundaries ∂Ωk, 1 ≤ k ≤ K.

For an edge Γl
k of ∂Ωk\∂Ω we denote by W̃ l

k the subspace of Z l
k of the functions

whose restrictions to the extreme elements of T l
k are constant. Such spaces are used

as mortar spaces for the non overlapping case (see [BMP94]). Here, we will have to
additionally modify them locally, near the crosspoints.
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We consider an edge Γl
k of ∂Ωk\∂Ω. Let (ji)i∈{1···nl

k} be the family of the indices
such that |Γl

k ∩Ωji | > 0 and ji �= k. Note that, from assumption 3 , nl
k is bounded by

a constant C. For i ∈ {1 · · ·nl
k}, we define Γl,i

k = Γl
k ∩ Ωji . From (2),

Γl
k =

nl
k∪

i=1
Γl,i

k .

Call pl
k(x) the piecewise constant function defined on Γl

k by

pl
k(x) =

nl
k∑

i=1

1Γl,i
k

(x). (4)

From (2) and property 2, there exists a constant C such that 1 ≤ pl
k ≤ C.

Given W l
k a space of test functions defined on Γl

k, the first possible matching
condition on Γl

k will be of the form

∀w ∈ W l
k,

∫
Γl

k

1
pl

k(x) + 1

uk(x) −
1

pl
k(x)

nl
k∑

i=1

1Γl,i
k

(x)uji (x)

w(x)dx = 0. (5)

Basically, the space W l
k will be a subspace of W̃ l

k, and the spaces will differ essentially
due to the presence of crosspoints.

There remains now to define the space W l
k. Suppose that for i ∈ {1, . . . , nl

k},
Γl

k ∩ ∂Ωji �= ∅. Then, from assumption 1, we know that the intersections do not take
place at a vertex of ∂Ωji and let Γl′

ji
be the edge of ∂Ωji such that Γl

k ∩ Γl′
ji

is a point
denoted by x . If no special attention is taken for the choices of W l

k and W l′
ji

, then
the matching condition on Γl

k and Γl′
ji

will strongly couple the degrees of freedom of
uk and uji near the crosspoint x, and there might be cases when these conditions are
too restrictive i.e. the functions uk and uji must be constant even zero near x. To
avoid such a situation, and also in order to get a solver with good parallel properties,
we have to relax the weak continuity condition near x.

We call (xm)m∈{1,...M l
k
} the nodes of T l

k different from the endpoints of Γl
k, and

(φm)m∈{1,...M l
k} (resp. (ψm)m∈{0,...M l

k+1} ) the nodal basis functions of W̃ l
k (resp. of

Zl
k). Note that φm = ψm for 2 ≤ m ≤M l

k − 1.
We select the nodes for which the support of the corresponding basis function of Xk

does not intersect Γl′
ji
: we obtain the set of nodes (xm)m∈{1,...m1}∪{m2,...M l

k}. We call

φ̃m1 the continuous function vanishing outside (xm1−1, xm2), linear on (xm1−1, xm1)
and on (xm1 , xm2), and such that φ̃m1(xm1) = 1. Likewise, φ̃m2 is the continuous
function vanishing outside (xm1 , xm2+1), linear on (xm1 , xm2) and on (xm2 , xm2+1),
and such that φ̃m2(xm2) = 1. The space W l,x

k is defined by

W l,x
k ≡ span(φ1, . . . , φm1−1, φ̃m1 , φ̃m2 , φm2+1, . . . φMl

k
). (6)

The space W l,x
k is displayed on Figure 2. For what follows, we also define the space

X l,x
k ≡ {u ∈ X l

k, u = 0 at the endpoints of Γl
k and xm1+1, . . . , xm2−1}

= span(ψ1, . . . , ψm1 , ψm2 , . . . ψMl
k
). (7)



THE MORTAR ELEMENT METHOD WITH OVERLAPPING SUBDOMAINS 77

Ωj
i

Ωk

x

Figure 2: The spaces W l,x
k and X l,x

k (only two subdomains have been represented)

Definition 1 For the crosspoint x, we define the zone of influence of x on Γl
k as the

interval (xm1−1, xm2+1). We also define the zone of influence of a vertex x of Ωk on
Γl

k as the union of the two elements of T l
k next to x. From Assumption 1, the zone of

influence of a crosspoint has a size smaller than Ch.

Assumption 5 The zones of influence of two crosspoints on Γl
k are disjoint. More-

over, the zones of influence on Γl
k of a crosspoint and a vertex of Ωk are disjoint.

Finally, we define X l
k the set of crosspoints on Γl

k and we set

W l
k ≡ ∩

x∈X l
k

W l,x
k (8)

and, likewise

X l
k ≡ ∩

x∈X l
k

X l,x
k , (9)

and Y is the subspace of X defined by

Y ≡ {u ∈ X ; ∀k ∈ {1 . . .K}, ∀l ∈ {1 . . .Ek}, u satisfies (5) } . (10)

for W l
k defined by (8) and (6).

Remark 1 The functions in W l
k will resemble those of W̃ l

k except at a few nodes
near crosspoints. Furthermore, from assumption 5, these exceptional regions around
crosspoints are disjoint.

Remark 2 The spaces W l
k and X l

k have the same dimension.

Let Vk be the set of the nodes containing

1. the vertices of ∂Ωk.

2. all the other nodes of Tk on ∂Ωk such that the support of the corresponding
nodal basis function of Xk intersects another subdomain’s boundary.
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Lemma 1 For a given crosspoint x on Γl
k, let (xm)m∈{1,...m1}∪{m2,...M l

k} be the nodes

of T l
k involved in the above construction of W l,x

k . Let δ−−, δ−, δ+ and δ++ be defined
by δ−− = xm1−xm1−1

xm2−xm1
, δ− = xm1+1−xm1

xm2−xm1
< 1, δ+ = xm2−xm2−1

xm2−xm1
< 1 and δ++ =

xm2+1−xm2
xm2−xm1

. Assume that there exists a constant c such that for all crosspoint x,

3
2δ

− + δ−− − (δ+)2 ≥ c,
3
2δ

+ + δ++ − (δ−)2 ≥ c,
(11)

then there exists a constant C independent of h such that

inf
u∈W l

k

sup
0 �=w∈Xl

k

∫
Γl

k

1
pl

k(x)+1
u(x)w(x)dx

‖w‖L2(Γl
k
)

≥ C‖u‖L2(Γl
k
). (12)

Let u be a function in L2(Γl
k). As a consequence of lemma 1, and if (11) is satisfied,

the problem : find ul
k ∈ Z l

k such that :

ul
k is given at the nodes of Γl

k ∩ Vk,

∀wl
k ∈ W l

k,

∫
Γl

k

1
pl

k(x) + 1
ul

k(x)w
l
k(x)dx =

∫
Γl

k

1
pl

k(x) + 1
u(x)wl

k(x)dx
(13)

is well posed. Furthermore, if we impose that ul
k = 0 at the nodes in Γl

k ∩Vk, then we
have

‖ul
k‖L2(Γl

k
) ≤ C‖u‖L2(Γl

k
). (14)

Likewise, let xi be a given node in Γl
k ∩ Vk. Under the same technical assumptions,

the solution of the problem: find ψ̃i ∈ Z l
k such that

ψ̃i(xi) = 1,
ψ̃i = 0 at the other nodes of Γl

k ∩ Vk,

∀wl
k ∈ W l

k,

∫
Γl

k

1
pl

k(x) + 1
ψ̃i(x)wl

k(x)dx = 0,
(15)

satisfies

‖ψ̃i‖L2(Γl
k) ≤ Ch

1
2 . (16)

The discrete problem

From now on, we shall assume that the conditions (11) are satisfied.
Let σ(x) =

∑K
k=1 1Ωk

(x). From Property 2, σ is bounded from above by a constant,
and σ ≥ 1. Consider the discrete problem : find u ∈ Y such that for all v ∈ Y ,

K∑
k=1

∫
Ωk

1
σ
∇uk · ∇vk =

K∑
k=1

∫
Ωk

1
σ
fvk. (17)
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Call a the symmetric bilinear form on Y :

a(u, v) =
K∑

k=1

∫
Ωk

1
σ
∇uk · ∇vk. (18)

Now, we wish to obtain an estimate on the ellipticity constant, under typical but not
necessarily optimal assumptions.

Assumption 6 Let Ωk be a subdomain. We assume that for a positive constant C,
for each i �= k ∈ Ik, there exists an edge Γe

i and a sub-interval γi of Γe
i such that

• γi ⊂ Ωk.

• |γi| > CH.

• γi is the union of elements of T e
i .

Lemma 2 Under the assumptions 1 to 6 and (11), there exists a constant Ce inde-
pendent on the mesh parameters such that

∀u ∈ Y, a(u, u) ≥ Ce

K∑
k=1

∫
Ωk

(
|∇uk|2 + u2

k

)
. (19)

If only assumptions 1 to 5 and (11) are satisfied, we have (19), but we only know that
there exists a constant C independent on the mesh parameters such that

Ce ≤ C
1

maxl(1 + log H
hl

)
. (20)

Error analysis

By the Berger-Scott-Strang lemma, see [BSS72, SF73], we know that the error of the
method is the sum of a consistency error plus a best approximation error: calling u∗

be the weak solution of (1),

‖u− u∗‖∗ ≤ 1
Ce

(
inf
v∈Y

|u∗ − v|∗ + sup
0 �=v∈Y

|a(u∗, v) −
∑K

k=1

∫
Ωk

1
σfvk|

|v|∗

)
. (21)

where Ce is the ellipticity constant. The first term in the right hand side of (21) is
a best approximation error while the second one is a consistency error due to non
conformity.

Lemma 3 Consistency error. Let u∗ be the weak solution of (1). Assume that
u∗|Ωk

belongs to Hσk(Ωk), with σk >
3
2 . Then the consistency error is bounded by

C(1 + max
k

log
H

hk
)

 K∑
k=1

max
i∈Ik

(
1 +

√
hi

hk

)2

h
2(σk−1)
k |u∗|2Hσk (Ωk)


1
2

.
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Lemma 4 Best approximation error. Let v∗ ∈ H1(Ω) be such that for 1 ≤ k ≤ K,
v∗|Ωk

∈ Hσk(Ωk) with 2 ≥ σk > 1. Then there exists v ∈ Y such that

K∑
k=1

1
hk

‖v∗k − vk‖L2(Ωk) + |v∗k − vk|H1(Ωk) ≤ C

K∑
k=1

hσk−1
k |v∗k|Hσk (Ωk). (22)

Then the error estimate is given by the following theorem :

Theorem 1 Assume that the solution u∗ of (1) is such that for 1 ≤ k ≤ K, u∗|Ωk
∈

Hσk(Ωk) with 2 ≥ σk > 3
2 . Then there exists a constant C such that, if u ∈ Y is the

solution of (17)∑K
k=1 ‖u∗

k − uk‖H1(Ωk)

≤ C

Ce
(1 + max

k
log

H

hk
)

 K∑
k=1

max
i∈Ik

(
1 +

√
hi

hk

)2

h
2(σk−1)
k |u∗|2Hσk (Ωk)


1
2

,
(23)

where Ce is the ellipticity constant.

Remark 3 It seems possible but not easy to improve the consistency error estimate
and get rid of some logarithmic factors. It will be the topic of a future research.

A strengthened matching condition

We give below an example of stronger matching conditions in the neighborhood of
crosspoints.

With the notations introduced in § 7, it is possible to strengthen the previous
matching condition by supplementing the previous test function space W l,0

k ≡ W l
k

with Q supplementary spaces (W l,q
k )1≤q≤Q (to be defined below) such that dim(W l

k)+∑Q
q=1 dim(W l,q

k ) ≤ dim(W̃ l
k). Typically, each new space will correspond to a cross-

point on Γl
k. We define the direct sum : W l

k =
⊕Q

q=0 W
l,q
k , and we introduce a family

of coefficients λ0i = 1 for 1 ≤ i ≤ nl
k and λqi ∈ {0, 1} for 1 ≤ q ≤ Q and 1 ≤ i ≤ nl

k

(these coefficients will be defined below) and we call pq the function defined on Γl
k by

pq(x) =
nl

k∑
i=1

λqi1Γl,i
k

(x). (24)

Then the strengthened matching condition reads

∀w ∈ W l,0
k ,

∫
Γl

k

1
pl

k(x) + 1

uk(x) −
1

p0(x)

nl
k∑

i=1

1Γl,i
k

(x)uji (x)

w(x)dx = 0, (25)

∀q ∈ {1, . . . , Q}, ∀w ∈ W l,q
k ,

∫
Γl

k

uk(x) −
1

pq(x)

nl
k∑

i=1

λqi1Γl,i
k

(x)uji(x)

w(x)dx = 0.

(26)
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Ωk

x

Ωj
r

q

Figure 3: The spaces W l,0
k and W l,q

k (only two subdomains have been represented).
In the case presented here, the dimension of W l,q

k is two.

Remark 4 Conditions (25, 26) are stronger than (5), since W l,0
k = W l

k.

We have to specify the spaces W l,q
k , for q ≥ 1. Call (xq)1≤q≤Q the crosspoints

xq ∈ X l
k. For a crosspoint xq, (assume that {xq} = Γl

k ∩ Γl′
jr

), see Figure 3, we call
{xm1+1, . . . , xm2−1} the nodes of T l

k for which the support of the corresponding basis
function of Xk intersects the edge Γl′

jr
.

We call φ̃m1+1 the piecewise linear and continuous (except at xm1+1 ) function,
vanishing outside [xm1+1, xm1+2), linear on [xm1+1, xm1+2), and equal to 1 at xm1+1

and 0 at xm1+2. Likewise, we call φ̃m2−1 the piecewise linear and continuous except
at xm2−1 function, vanishing outside (xm2−2, xm2−1], linear on (xm2−2, xm2−1], and
equal to 1 at xm2−1 and 0 at xm2−2.

We define W l,q
k ≡ span(φ̃m1+1, φm1+2 . . . , φm2−2, φ̃m2−1). The spaces W l,0

k and
W l,q

k are displayed on Figure 3. Note that with this choice of W l,q
k , the supports of

the functions in W l,q
k do not intersect the supports of the functions of X l,xq

k .
We have obviously

dim(W̃ l
k) = dim(

Q⊕
q=0

W l,q
k ).

Now we need to define the coefficients λqi. We set λ0i = 1, for all 1 ≤ i ≤ nl
k.

For k ≥ 1, assume that {xq} = Γl
k ∩ Γl′

jr
. Then we set λqr = 0 and λqi = 1, for all

1 ≤ i ≤ nl
k, i �= r.

Then Y is the subspace of X defined by

Y ≡ {u ∈ X ; ∀k ∈ {1 . . .K}, ∀l ∈ {1 . . . Ek}, u satisfies (25), (26). } . (27)

Remark 5 Let u = (uk) ∈ Y . Then it is very clear from (25), (26) that all the nodal
values of uk located on ∂Ωk except at the vertices of ∂Ωk can be found from the d.o.f.
in the adjacent subdomains and from the d.o.f. located at the vertices of ∂Ωk. With
this matching condition, all the nodal values located on ∂Ωk except at the vertices of
∂Ωk are slave nodal values.
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Remark 6 Finding the slave nodal values can be achieved in two steps :

1. find the unknown located at the black nodes on Figure 3, by taking the test func-
tions in the spaces W l,q

k , q > 0. This corresponds to solving a small linear system
with a mass matrix for each crosspoint on Γl

k.

2. find the remaining nodal values (located on Γl
k\Vk) by solving a problem of the

type (13). We have seen above that this problem is well posed under condi-
tions (11).

It can be proved that Theorem 1 also holds for these strengthened matching conditions.
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