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45 Comparison of two iterative substructuring methods for
advection-diffusion problems
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Introduction

In this paper two different methods of domain decomposition for the advection-diffusion-
reaction problem are considered. Both methods are analysed on the continuous level. The
first approach is an additive nonoverlapping iteration-by-subdomains algorithm with Robin-
type transmission conditions at the interface. This method has been well investigated in the
last years (cf. [NR95], [LMO00], [Ott99]). We will give a short review of the results.
The second approach is a Schur complement method. The Schur complement is solved by
a preconditioned Richardson iteration. As a preconditioner we use a generalised Neumann-
Neumann preconditioner, the Robin-Robin preconditioner (cf. [ATNV00], [QV99], [BS00]).
The application of the preconditioner requires the solution of a mixed problem with a Robin
interface condition in each subdomain.
We apply a two-dimensional Fourier analysis to both methods in order to illustrate the differ-
ent convergence behaviour of the methods. Finally we summarize the comparison of the two
methods.

Let ������� be a bounded domain with Lipschitz boundary �	� . We consider the following
boundary value problem:
�������������������� �!"�$#% � &

in � � '
on �	� (1)

with the diffusion coefficient
�)(*'

, a given flow
�,+.-0/.132 4)- �65757� , the source term

&8+� � - �65 and the reaction coefficient
#9+:�;4)- �65 . The variational formulation of (1) is given by

Find
�+�<=�>�@? 1A - �65 �CBED�-FHGJI 5 �LKMD�-NI 5 GPOQIR+�<

(2)

withBES6-NTG7I 5 �>� U S �%�!	�!IEVXW"�YU S -Z#;�.[\ �]��� 5 QIEVXW"��[\ U S -Z��� �!QI^�_�`�a�!Ib 5 VcWdG
K S -NI 5 �>� U S &QIEVXW

for a domain egf=� . The weak formulation is obtained in the usual way using integration
by parts on h D -i������R� 1� ���X�! 5 IbVcW . We require the existence of a constant j (k'

such
that

#�� 1� �=�l�nm j (�'
is satisfied almost everywhere in � . Thus we get by virtue of the

Lax-Milgram lemma, that there exists a unique solution of (2).
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The Robin-Robin algorithm

Description of the algorithm

We begin by partitioning the domain � into
�

nonoverlapping subdomains � 1 G������aG ��� , i.e.� ��� ��
	 1 � � and � ��� �� ���
for ������

, where each subdomain � � G � +�� [ G������%G ��� ,
is itself a Lipschitz domain with piecewise smooth boundary. We denote the interfaces by� � �>� �	� ��� � � and

� �  ��� �	� ��� � �� for ������ . We identify
� �  with

�  � . For simplicity we
assume that the decomposition is stripwise, i.e

� �  �� �! #"
implies $
%'&)(+*#,+-/.0 *1,+243 5 WR��6 5 ( ')�

Now

the main idea of the algorithm is straight forward. In each subdomain � � a local problem with
an iterative coupling of the interface values has to be solved. Defining for � � [ G������ �7 � -F 5 ���L� � �98 � �;:d��[\ ��� 8 � �=< �?> 
with a strictly positive function

< � +)� 4)- � � 5 and the outward normal 8 � we get

The Robin-Robin algorithm - version 1
Solve for @ m [ and for all � � [ G�������G � :AB C �   � � &

in � �  � � '
on �	� � � � �7 � -F  � 5 � D 7 � -N  FE 1 5 �L- [ �GD 5 7 � -N  FE 1� 5 on
� �  GH� �� � G (3)

where
D +=-Z' G [+I is a relaxation parameter and

 A �
is a given initial guess. An appropriate

choice of the parameter
< �

is a difficult problem. We will give some suggestions later.
To derive a variational formulation of the algorithm, we first define the spaces

< �
by

< � ���< 5 D - and
/ �  by

/ �  ���KJ�L�M -/. < . Thus
/ �  consists of traces on

� �  of functions belonging

to
<

. Taking into account that the decomposition is stripwise, we obtain
/ �  �L?ONPAJA - � �  5 , or/ �  �L? NP - � �  5 if

� �  is closed.
Using the notation from above we can rewrite the DD-algorithm (3) starting with an initial
guess

-RQ A �  5 �TS	  (cf. Robin-Robin alg. - vers. 2 ).
The variational algorithm is equivalent to algorithm (3). The well-posedness of the varia-

tional formulation has been shown (cf. [Ott99], Theorem 3.2):

Theorem 1 If
< � + � 4)- � � 5 is a strictly positive function for all � then the Robin-Robin

algorithm is well defined, i.e. at each iteration step @ each subdomain boundary value problem
has a unique solution in

< �
.

Moreover if the initial guess
Q A �  belongs to

� � - � �  5 for all �U��V� , then
Q  �  +�� � - � �  5 for all

iteration steps @ as well.

Convergence results and optimal choice of the parameter

For the remainder of this paper we restrict ourselves to the case of two subdomains. But
keep in mind that most of the results remain valid in the multidomain case and can also be
applied to the discrete stabilized case (cf. [LMO00]). In this setting we have the following
convergence result (cf. [Ott99], Th. 3.3; [LMO00], Th. 3.1):
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The Robin-Robin algorithm - version 2

1. given
-RQ ��  5 � S	  solve for � � [ G������ G �AB C Find

 ��� 1� +�< �
withB D - -F ��� 1� GJI � 5 ��� < �  ��� 1� GJI ��� M - �K D - -NI � 5 �	�  S	 � �RQ � � G7I �
� M - . G OQI � +�< �

2. update
Q ��� 1�  +)/���  for � �� � by

� Q ��� 1�  G 7 � M -/. � D�7- < � �=<  5  ��� 1� G 7 � M -/. �GD�RQ � � G 7 � M - . �@- [ � D 5 �RQ ��  G 7 � M -/.
for all

7 +�/ �  .
3. until convergence: ������ � [ and goto step [ .

Theorem 2 Let be
#6� 1� �k�a�Ym j ( '

. Furthermore, let be
< � < 1 � < � on

� ��� � 1 � andQ A �>�OQ A 1 � +)� � - � 5 . Then the sequences
�a �� � � for � � [ G \ converge according to�  �� �  � ��� - � ' G ����� G

where
 � �>�@ 5 D - is the restriction of the global solution

�+�<
of (2) onto � � .

Remark 1 Unfortunately the proof contains no indication about the speed of convergence.
With help of Fourier analysis it can be shown that, even in a simple case, the convergence
speed is not linear (cf. the section about Fourier analysis).

If we require some further assumptions, it is possible to give an a-posteriori error estimate.
The proof is similiar to [OLM01], [LMO00]. The local error is measured in the

�
-dependent

norm 5��  � 5 �� ���@� 5  5 � 1%2 D - � ��� #� � �A 2 D - G O	:+�< � G � � [ G \ �
Theorem 3 Let

�L� �_�L'
,
#9m '

and
D^� [ . Let both subdomains be connected with � � , i.e.� � � � � � �� �

for � � [ G \ . Defining
� � � 4"2 M���� � � ����� � M�!

,
� � � � 2 M���� � � ��� P � M�! we get for� � [ G \ and

�!�#" � �5$�   � 1� �_ � ��5 �&%(' � E NP � < � �=[\ ��� 8 � � 4 2 M �   � �_  � 11 � � 2 M^� ' �  �   � �_  � 11 ��) N P (4)

where �  � � � � '+* 2 -, ' 4"2  �/. 4"2 10 $ % � [
, ' A 2  G '2* 2 � � � G

' 4"2 � ��� � # � 4"2 D - , . 4"2 � ��� 043�5 " 	 132 � �76 " � 4"2 D - and
' A 2 � �>�

ess $
%)&98�: D - # -FW 5 . '+* 2 � is the
constant of the Friedrich’s inequality and

'
is a constant independent of

� G7�
and

#
.

Remark 2 The estimate (4) bounds the global error by interface terms, which can be com-
puted without any knowledge about the global solution. Therefore we can simply control the
convergence within a practical implementation.
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Now we derive a suitable choice of the parameter
< �

from the a-posteriori error estimate using
a method which was applied in [OLM01] to the Oseen equations. To be consistent with the
case

� �@'
we propose< � � [\ 5 �`� 8 � 5 � � with � $�0��� A � �L'

on
� A ��� � ��

where
� A � � � �� ��� �aW + � � 5 -N�_� 8 � 5 -NW 5 mn' �

is the non-inflow part. Then equilibration of
the terms on the right hand side of (4) motivates for

<��O< 1 � < � the choice< � � [\ 5 � � 8 � 5 � 043�5 	 1%2 �
� � E NP

� [\ 5 � � 8 � 5 � � � 043 5 	 132 �
� � ��� ' * 2  , ' 4"2  � . 4"2  0 $
% � [

, ' A 2  G ' * 2 � � �	� � (5)

Remark 3 Further suggestions and numerical experiments concerning an appropriate choice
of
< �

can be found in [LMO00]. Other approaches like the technique of absorbing boundary
conditions [NR95] or asymptotic analysis for singularly perturbed problems [Ott99] yield
similiar results. In the last section additional variants are derived from Fourier analysis.

The Robin-Robin preconditioner for the Schur complement
equation

The Schur complement equation

It is possible to reduce the original problem (1) on � to an interface problem on
� ��� � ��
	 1 � � .

This is a very natural way to transform the global problem into local problems on the subdo-
mains � � (cf. [QV99]).
First we introduce two operators, which extend functions from the interface

� �
to the subdo-

main � � . Defining the trace spaces
/ ��� J�L M <

and
/ � �>�]? NPAJA - � � 5 the

B D - -7� Ga� 5 -extensionJ�L E 1��
 �
for a


 � +�/ �
is given by

J�L E 1��
 � �K6 � +�< �
withB D - -?6 � GJI � 5 �L' G OQI � +�? 1A - � � 5 and

J�L M - -R6 � 5 � 
 � �
(6)

Remark 4 If
6 �

is regular enough, this implies that
6 �

satisfies-F� 6 � 5 -FW 5 �L'
in � � G 6 � � 
 �

on
� � G 6 � �@'

on � � � � � � �
Analogously the extension operator

J�L E ��
for a


 � +�/ �
is defined by

J�L E �� 
 � �V6 �
withB D - -NI � G 6 � 5 �L' OQI � +�? 1A - � � 5 G and

J�L M - -R6 � 5 � 
 � �
(7)

The extensions are well-posed (cf. [QV99], ch. 5.1):

Lemma 1 Equations (6) and (7) have unique solutions. They satisfy the a-priori estimates
� J L E 1� 
 � � 132 D - % ' � 
 � � ) - and

� J�L E �� 
 � � 132 D - % ' � 
 � � ) -
for all


 � +�/ �
and � � [ G������ � .
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Decomposing
HGJI�+L<

into
Y� J�L E 1 -RJ�L M  5 � � ��
	 1  A � , I �;J�L E �X-?J�L M I 5 � � �� 	 1 I A�

with
 A � G7I A� +`? 1A - � � 5 for all � � [ G������ � and

J L E 1 � J�L E 1�
,
J�L E �9� J L E ��

on subdomain� � , the Schur complement equation can be derived from (2). The Schur complement equation
is given by

Find
��+)/ � � � �HG �I � � �� � 	 1 � � � �HG �I � �����;G �I � G O �IR+)/

(8)

with

� � � �HG �I � �@B D - -?J�L E 1M - �HG J�L E �M - �I 5 and
���;G �I � � �� � 	 1 K D - -?J�L E �M - �I 5 �

It can be proved, that the Steklov-Poincaré operator
�

is continuous and coercive on
/

(cf.
[QV99], ch. 5.1). Thus we have proven the following:

Lemma 2 There exists a unique solution
� + /

of (8). Furthermore, if
 + <

is a solution
of (2) then

 5 M
is a solution of (8).

The Robin-Robin Preconditioner

Here the Schur complement equation (8) is solved by a preconditioned Richardson iteration:

�  � 1 � �  � D�J�-��L� � �  5 G @ +��
(9)

with an initial guess
� A +�/

, a relaxation parameter
D"( '

and a preconditioner
J

.
From now on we consider again the case of two subdomains. The Robin-Robin preconditioner
is thus given by a sum of weighted inverses of local Steklov-Poincaré operators (cf. [QV99],
[BS00], [ATNV00]): J �
	 1 � E 11 ��	 � �

E 1�
with

	 1 G�	 � m '
. The operator

J
is continuous and coercive for

	 1 �	 � (Y'
. Thus, by virtue

of the Lax-Milgram Lemma,
J E 1

exists and is also continuous and coercive (cf. [QV99],
p. 108). Unfortunately up to now linear convergence can only be proven in the diffusion
dominated case for two subdomains (cf. [QV99], ch. 5.1).
It is interesting that this method can also be interpreted as an iteration-by-subdomains method
(cf. [BS00]). To see this note that (9) can be written equivalently as: given

�  E 1 +`/
, solve

for � � [ G \ the Dirichlet problems and the mixed Dirichlet-Robin problemsAB C � 
  � � &
in � �
  � � '
on � � � � �
  � � �  FE 1
on
�

A��B ��C
� 6  � � '

in � �6  � � '
on � � � � �� � -?6  � 5 � � � - 
  � 5� � � - 
   5 on
� (10)

with
� � -R6 5 ���L�������� - � 1� �`� 8 � 6 on

�
. Finally, update the interface function by

�  ��� �  FE 1 � D���	 1 6  1 5 M^��	 � 6  � 5 M�� �
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Fourier Analysis

In this section we consider the special case that the flow
�

and the reaction term
#

are con-
stants. The domain � is given by

-F' G � 5 � -Z' G [ 5 and is divided into � 1 �k-F' G�� 5 � -F' G [ 5 and� � �k-��^G � 5 � -F' G [ 5 (cf. figure (a)). Now we carry out a Fourier analysis for both methods.

The Robin-Robin algorithm

Via separation of variables we obtain the following representation of the error �
 � �>�@  � �^ 5 D -

of the @ -th step:

�
 1 -FWdG 6 5 � � 5�� : �`�c-NWHG46 5\ � > 4� " 	 1 �  132 "	� $
%�
 -� " W 5 � $
% -FK��H6 5 G
�
 
� -FWdG 6 5 � � 5�� : �`�c-NWHG46 5\ � > 4� " 	 1 �  � 2 " � $
%�
 -� " -F� � W 5J5 � $ % -ZK��H6 5

where
� �" ����� ��� P� � P ��� � � K � � � . (cf. GASTALDI ET. AL. [GGQ96]). Inserting the boundary

condition on
� � � 1 � yields in the case of

D�� [ the recursion formulas�  � 2 " �������" �  FE �� 2 "
for � � [ G \ where

�����" � -7��< ����� "	���! 
 -"� " � 575 - < � �#� "$�%�& 
 -� " -Z� �'� 575J5- < ����� " �%�& 
 -� " � 575 -7��< � �#� " �%�& 
 -� " -Z� �'� 575J5 �
F. NATAF and F. ROGIER [NR95] perform a similiar analysis for the case of infinite strips
with Fourier transform techniques. They require exact boundary condition for the first Fourier
mode to yield the following choice for the free parameter:<!� [\ ( 6 � 1 �*)c�3# �

(11)

Analogously, assuming exact boundary conditon for the first Fourier mode, we get<�� [\ , 5 � 5 � �+)b�3# �*)!� � � � G (12)

where the term
���! 
 -"� 1 � 5-, [ is neglected. In [JNR01] the choice (11) is improved by

adding additional interface terms in the tangential direction. Then the constants are deter-
mined by minimizing the convergence ratio for a certain range of wave numbers. Numerical
experiments of the choice (5) resulting from the a-posteriori estimate show, that this choice
also damps the lower wave numbers very well (cf. [LMO00]).
With help of the recursion formulas it can be shown directly, that the algorithm converges for

this special domain decomposition and positive constant
<
. The convergence rate, however, is

in general not linear.
We illustrate the contraction rates

5 � ���" 5
in figure (b) for different

�
, the choice (12) and the

parameters
�$� [ , �n�@' � [ ,

�_�k- [ G [ 5/. , #6� [ . We observe that the contraction rates
5 � ���" 5

tend to [ for
K � � . Thus higher modes are reduced slower. Further we recognize that the

algorithm works well for the case of small
�
.
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Robin-Robin preconditioner for the Schur complement equation

Next we examine the preconditioned Richardson iteration of the Schur complement equation.
With help of the differential interpretation of the algorithm it is also possible to apply Fourier
analysis.
Denoting the error at the @ -th step by

��
 � �>� 
  � �@ 5 D - , where


  �
is the solution of the

Dirichlet problem in (10), the following representation can be derived in a similiar manner
described for the Robin-Robin algorithm:

��
 1 -FWdG 6 5 � � 5�� : � �X-NWHG46 5\ � > 4� " 	 1 '  1%2 "&� $ % 
 -"� " W 5 � $ % -FK��H6 5

��
 
� -FWdG 6 5 � � 5�� : � �X-NWHG46 5\ � > 4� " 	 1 '  � 2 " � $ % 
 -"� " -F� �_W 5J5 � $
% -FK��H6 5 �

Inserting again the boundary conditions on
�

yields

'  � 1� 2 " � � $ % 
 -"� " � 5� $ % 
 -� " -F� � � 5J5 '
 � 11%2 " and

'  � 11%2 " � � " '  132 "
with
� " � [ �GD'��	 1 ��	 � ��	 1 ���& 
 -� " -F� �+� 5J5  3�% 
 -� " � 5 ��	 � ���! 
 -� " � 5  3�% 
 -� " -Z� � � 575 � �
Thus, again, the convergence behaviour depends on the contraction rates

5 � " 5
. In figure (c)

and (d) the contraction rates are illustrated for the following choice of the parameters:
�$� [ ,� � ' � [ ,

���.- [ G [ 5/. , # � [ , 	 1 � 	 � � 1� ,
D"� [ . In contrast to the Robin-Robin algorithm

we can state that the contraction rates
5 � " 5

tend to
'

for
K � � . This allows us to prove

linear convergence in the
?_1

-norm for this special case. Further we observe that for
� � '

the contraction rates
� "

tend to
'
.

Comparison of the two methods

First we consider the convergence behaviour. Numerical experiments indicate that conver-
gence of the Schur complement method is linear, but up to now, it is not proved in the general
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for different
�

resp.
K

case. Conversely, it can be shown, that the Robin-Robin method converges, but the conver-
gence is in general not linear. In the case of the Robin-Robin algorithm one need compute
only one local problem in each subdomain per iteration step. The other method needs the
computation of two local problems per iteration step. Thus the Robin-Robin method is easier
to implement. A problem of the Robin-Robin algorithm is an appropriate choice of the free
parameter

< �
. Numerical experiments have shown that the algorithm is sensitive to the choice

of
< �

.
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