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How doesthislecture seriesfit in?

e Compared to Gropp’slectureson what isin
PETScand howtouse PETSc ...

... these lectures describe why certain algorithmsarein
PET Sc.

e Compared tothecareful, systematic, theoretical
approach of a mathematician ...

... theselecturesarepractical, rely on intuition, and
defer missing detailsto other sources
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Overall series and on-line resour ces

e Four lectureson:
= Introduction and DD for basic linear problems
= Nonlinear and transient problems
s Examples of advanced applications
m Physics-based preconditioning and optimization

e Roughly coordinated with W. D. Gropp’s

e See DD-15 website for recently posted linksto
publicly available pdfs of three papers each
per lecture
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Resour cesfor deeper study
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See also famous SIAM Review paper by Xu, 1992
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Plan of presentation

e Imperative of domain decomposition (DD) for
ter ascale computing
= from viewpoint of architecture
= from applications (moreon thisFriday AM)

e Basic DD algorithmic concepts
m Schwarz
m Schur
m Schwar z-Schur combinations

e Basic DD convergence and scaling properties

P
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Terascale smulation has been “ sold”

Applied
Physics
radiation transport
supernovae

Environment
global climate
contaminant
transport

Engineering
crash testing
aerodynamics

Lasers & Energy
combustion
ICF

Biology
drug design
genomics

Scientific

Simulation

In these, and many other areas, ssmulation isan
Important complement to experiment.
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L arge platforms provided for ASCI

ASCI roadmap isto go
to 100 Teraflop/s by

2006 .
Usevariety of vendors NPACI ASCI White
Blue Horizon

=  Compaq ¥ TIID

m Cray @

] Intel

= |IBM

B SGl .

. ASCI

Rely on commodity Blue Mountain
processor/memory -

units, with tightly
coupled networ k

M assive softwar e
project torewrite
physics codes for
distributed shared
memory

ASCI Blue-Pacific

ASCI
Whitecap

ASCIRed
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...and now for SciDAC

*IBM Power3+ SMP

=16 procs per node

=208 nodes

=24 Gflop/s per node

»5 Tflop/s (upgraded to 10, Feb 2003)

|BM Power4 Regatta
=32 procs per node
=24 nodes

=166 Gflop/s per node
=4Tflop/s (10 in 2003)

&
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New architecture on horizon: Blue Gene/L

180 Tflop/s configuration (65536 dual processor chips)

Closely related to QCDOC prototype (IBM system-on a chip)
Ordered for LLNL institutional computing (not ASCI)
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New ar chitecturejust arrived: Cray X1

e Massively parallel-vector machine highly desired by global climate smulation community
e 32-processor prototype ordered for evaluation

e Scale-up to 100 Tflop/s peak planned, if prototype proves successful
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Delivered to ORNL 18 March 2003
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NSF's13.6 TF TeraGrid coming on line

TeraGrid: NCSA, SDSC, Caltech, Argonne www.teragrid.org

ite Resources Site Resources

26
HPSS HPSS
I 1
& External External
‘ 8 Networks Networks
R .
Caltech Argonne
= ¢ = NaSNs = = External
I\IIEeXtE/(\a/g:El fl‘r Networks
SDSC NCSA/PACI

Site Resources

Site Resources

UniTree
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Does anyone recognize this sequence?

5120
8192

2304

8192
6656
1920
2304
1540
3016
2560

-

—

Listed isthe number of
processorson thetop 10
machinesin the“ Top500~,
compiled by the University of
Mannheim, the University of
Tennessee, and NERSC/LBNL.:
from the Japanese Earth
Simulator (#1, 41 Tflop/s) to the
French HP machine at CEA (#10,
5.1 Tflop/s). Machines#2, #3,
and #6 are at Lawrence
Livermore National Lab
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Algorithmic requirements from architecture

e Must run on physically distributed memory units
connected by message-passing network, each serving
one or mor e processors with multiple levels of cache

“vertical” aspects

EV5E

“horizontal” aspects
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Building platformsisthe® easy” part

e Algorithms must be Sﬂﬂ

= highly concurrent and stramhff@wv""ﬂvllﬂ wice
= latency tolere ”I ””
”” ﬁﬂl temporal and”c‘nf"" wcallty)

(

ngnly scalalle ””r
e Domain c”l”” B “natural” for all of these

e Domain decomposition also “natural” for
softwar e engineering

e Fortunatethat mathematicians built up its
theory in advance of requirements!
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Algorithmic requirement

e Goal for algorithmic scalability: fill up memory
of arbitrarily large machinesto increase
resolution, while preserving nearly constant*

running timeswith respect to proportionally
smaller problem on one processor

*at worst logarithmically growing DD15 Tutorial, Berlin, 17-18 July 2003
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Application properties

After modeling and gpatial discretization, we end up
with large nonlinear algebraicsystem F (u) = 0
(which could comefrom f (u,u,t) =0, after
Implicit temporal discretization, at each time step)

For PDEs, the Jacobian matrix F (U) issparse

s Each equation comes from alocal flux balance

= In unsteady case, timestep improves diagonal
dominance

For conservation law PDEs, thereisa hierarchy of
successively coarser approximate discretizations
available (e.g., fusing control volumes)

Discrete Green’sfunction is generally global, with
decaying tail

P
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Dominant data structuresare grid-based

finite differences finite finite volumes

+ L

FOW |

All lead to problems
with sparse Jacobian
matrices

>
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Decomposition strategiesfor Lu=f in W

e Operator decomposition
L=aL,
k
e Function space decomposition
f —a f Fk,u—au =
e Domain decomposmon
wW=U,W,
Consider the implicitly discretized parabolic case
I k+1) _ |  (k
[’[_+Lx+Ly]u( ) —ru( )+ f

s
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Operator decomposition

e Consider ADI
(k+1/2) _ (k)
E [15+L Ju =l L Ju®+ 1

(k+1) _ (k+1/2)
M [+ L ke [ L Ju®r 2 e

e |teration matrix consists of four multiplicative
substeps per timestep
= two sparse matrix-vector multiplies
= two setsof unidirectional bandsolves

e Parallelism within each substep
e But global data exchanges between bandsolve substeps

P

DD15 Tutorid, Berlin, 17-18 July 2003 ﬂ



Function space decomposition

e Consider a spectral Galerkin method
u(x,y,t) = a a(tF ; (x,y)
a(F u=F, Luy+(F,, f)i=1..N

& (F,u)ys=4& (F,,LF )a +(F, f),i=1..,N
da =M 'Ka+M*f
e System of ordinary differential equations
e Perhaps M°[(F ,F)],K°[(F  LF,)] arediagonal

matrices

e Parallelism across spectral index

e But global data exchangesto transform back to
physical variables at each step

P
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SPM D parallélism w/domain decomposition

rows assigned
toproc“2”

Partitioning of the grid
Induces block structure
on the Jacobian
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Schwarz domain decomposition method

e Consider restriction and extension ﬁ_,v\,
operatorsfor subdomains, R,R',
and for possible coarsegrid, R ,R]

e Replacediscretized Au = f with
B-1Au =B FI7

B'l=R;AR, + 4

e Solve by aKrylov method

e Matrix-vector multiplies with e
m parallelism on each subdomain
m nearest-neighbor exchanges, global reductions
m possible small global system (not needed for parabolic case)

: : S5
DD15 Tutorial, Berlin, 17-18 July 2003 w



Recall Krylov methods

o Given AX = b, AT A" "anditerate X° , we
wish to generate a basis V—{vl,vz, }T A" *for x
(X » Vy)and a set of coeff|C|ents{y1,y2, yk}
such that X“isa best fit in the sense that yI A K
minimizes || AVy - b |

Krylov methods define a complementary basis
W ={w,W,,...w }T A" sothat W T (AWy - b) =0
may be solved for y

In practice k << n and the bases are grown from seed

0 — 0 . . .
vector I'™ = AX ~ - Db viarecursivemultiplication
by A and Gram-Schmidt

P
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Algebraic “ picture” of Krylov iteration

e Krylov iteration isan algebraic Galerkin method (or
mor e generally Petrov-Galerkin method) for
converting a high-dimensional linear system into a
lower-dimensional linear system

e E.g., conjugate gradients (CG) for symmetric, positive
definite systems, and generalized minimal residual

(GMREYS) for nonsymmetry or indefiniteness
H°W'AV

Hy =09 g-
_ m=
X =W ?_WTb n .

DD15 Tutoria, Berlin, 17-18 July 2003 ﬁ
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Now, let’s compar el

e Operator decomposition (ADI)

= natural row-based assgnment requires global all-to-
all, bulk data exchangesin each step (for transpose)

e Function space decomposition (Fourier)

= Natural mode-based assignment requiresglobal all-to-
all, bulk data exchangesin each step (for transform)

e Domain decomposition (Schwar z)

= Natural domain-based assignment requires local
surface data exchanges, global reductions, and
optional small global problem

(Of cour se, domain decomposition can be interpreted
as a special operator or function space decomposition)

e
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Estimating scalability of stencil computations

e Given complexity estimates of the leading ter ms of:
m theconcurrent computation (per iteration phase)
m theconcurrent communication
m the synchronization frequency

e And abulk synchronous modd of the architecture including:

m internode communication (network topology and protocol reflecting horizontal
memory structure)

= On-node computation (effective performance parametersincluding vertical
memory structure)

e Onecan estimate optimal concurrency and optimal execution
time
m 0N per-iteration basis, or overall (by taking into account any granularity-
dependent conver gencer ate)

m  sSmply differentiate time estimate in terms of (N,P) with respect to P, equateto
zero and solvefor Pintermsof N

&
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Estimating 3D stencil costs (per iteration)

grid pointsin each direction n, total work N=0O(n?3)
processorsin each direction p, total procs P=0(p?)
memory per node requirements O(N/P)

execution time per iteration A n3/p3
grid pointson side of each processor subdomain
n/p

neighbor communication per iteration B n%/p?
cost of global reductionsin each iteration Clogp
or C pll/d)

m C includes synchronization frequency

same dimensionless units for measuring A, B, C
m e(g., cost of scalar floating point multiply-add -
nﬁf"ra
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3D stencil computation illustration

Rich local network, tree-based global reductions

total wall-clock time per iteration

T(n, p) :A%+ B% +Clogp

T

for optimal p, — =0, 0r - 3
TIp

. 32B3
or (with g ?©° ,
( d 243 A°C )

aésAc/
Popt = eZC g

without “speeddown,” p can grow with n

in thelimit as B-®0

3

2

n° n° C
- _3.|._

B
p p

P

:O,

3f1+(1- Ja )]% [1 (1- Vg )]%’0

R
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3D stencil computation illustration

Rich local network, tree-based global reductions

e oOptimal runningtime

A B
T(N, Py (M) =5+ +Clog(rn),

&8Ag]/§h+a f)]y [1 (1- \/7)]%0

r =
e2C
e |limit of infinite neighbor bandwidth, zero neighbor latency (B® 0)

where

: 1. A u
T(n, n)) =Cdoan+=log— +const,-
(N, Poe(M) gg -log- :

(Thisanalysisison a per iteration basis; fuller analysiswould
multiply this cost by an iteration count estimate that generally
dependson n and p.)

R
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Scalability resultsfor DD stencil computations

With tree-based (logarithmic) global reductions and
scalable nearest neighbor hardware:

= optimal number of processors scales linearly with problem
sze
With 3D torusbased global reductions and scalable
nearest neighbor hardware:

= optimal number of processors scales as three-fourths power
of problem size (almost “ scalable”)

With common network bus (heavy contention):

= optimal number of processors scales as one-fourth power
of problem size (not “ scalable’)

= bad news for conventional Beowulf clusters, but see 2000
Bell Prize“ price-performance awards’, for multiple NICs

&
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Factoring conver gence into estimates

e Krylov-Schwarz iterative methodstypically convergein a
number of iterationsthat scales asthe sguare-root of the

condition number of the Schwar z-preconditioned system
e Intermsof N and P, wherefor d-dimensional

isotr opic problems, N=h-d and P=H-¢, for mesh - #.3 e
parameter h and subdomain diameter H, o R

iteration counts may be estimated asfollows, | o |
"
Preconditioning Type in 2D in 3D
Point Jacobi ? (NY2) ? (NV3)
Domain Jacobi (d=0) ? (NP)Y4) ? ((NP)L6)
1-level Additive Schwarz ? (PY2) ? (PY3)
2-level Additive Schwarz ? (1) ? (1)

: : S5
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Where do theseresults come from?

Point Jacobi iswell known (see any book on the numerical analysis
of eliptic problems)

Subdomain Jacobi hasinteresting history (see ahead a few dides)

Schwar z theory is neatly and abstractly summarized in Section 5.2
of book by Smith, Bjorstad & Gropp (“Widlund School”)

= condition number, k =w [1+r (€)] C,?

s C,2isasplitting constant for the subspaces of the decomposition

= I (€) isameasure of the orthogonality of the subspaces
= W isameasure of the approximation properties of the subspace solvers
(can be unity for exact subdomain solves)

These propertiesare estimated for different subspaces, different
operators, and different subspace solversand the“ crank” isturned

P
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Commentson the Schwar z results

e Basic Schwarz estimatesarefor:

s self-adjoint eliptic operators

m positive definite operators

= exact subdomain solves, A .

= two-way overlappingwith R,R'

= generousoverlap, d=0O(H) (otherwise 2-level result is O(1+H/d))
e Extensbleto:

= nonself-adjointness (e.g, convection)

= indefiniteness (e.g., wave Helmholtz)

= Inexact subdomain solves

= one-way overlap communication (“restricted additive Schwarz”)

= small overlap

&
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Comments on the Schwar z results, cont.

e Theory still requires“sufficiently fine” coar se mesh
s However, coar se space need not be nested in thefine space or in the
decomposition into subdomains

e Practiceisbetter than one hasany right to expect

“In theory, theory and practice are the same ...

In practice they’re not!”
— Yogi Berra

e Wave Helmholtz (e.g., acoustics) isdelicate at high
frequency:
m standard Schwarz Dirichlet boundary conditions can lead to
undamped resonances within subdomains, Ug = 0

= remedy involves Robin-type transmission boundary conditions
on subdomain boundaries, (U+a fu/qn), =0
iy

DD15 Tutorid, Berlin, 17-18 July 2003 m




Block Jacobi preconditioning: 1D example

Consider the scaled F.D. Laplacian on an interval:

o—|—+ 1 +——+©

é2 -1 U é2 -1 u
e U e U
a=et 2 "1 g=&1 2 O
é -1 2 -1 e (O 2 -
; -1 24 ; -1 24

e oo

e u

BlA=]- € %

e U

e u

& X (

: : S5
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Bound on block Jacobi preconditioning

e Consider decomposition of 1D, 2D, or 3D
domain into subdomains by cutting planes

1 |
W < i h
or
e Well known (e.g., late 1980's TR by Dryja &

Widlund) that zero overlap Schwarz on elliptic
problem improves conditioning from O(h?)

for native problem to O(H *h’

)

]

P,
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Mirror result from linear algebra

Chang & Schultz (1994) proved same result frolm
algebraic approach, from eigenanalysis of (B*A),

where A isF.D. Laplacianin 1D, 2D, or 3D, and B
is A with entriesremoved by arbitrary cutting planes

Their Theorem 2.4.7: Given n° n° N grid, cut by
m ( planesin X (slabs)

m J planesin X or Yy (beams)

m J planesin X, Y, or Z (subcubes)

(with cuts anywhere) then K (B™*A) £ gn+qg+1

Note =O(H™ ") and n=0(h™?) if cut evenly
Proof: eigenanalysis of low-rank matrices | - (B*A) .
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Mirror resultsfrom graph theory

Boman & Hendrickson (2003) proved same result
from graph-theoretic approach, using their new
“support theory” (SIMAX, to appear)

Section 9 of SIMAX paper “ Support Theory for
Preconditioning,” using congestion-dilation lemma
from graph theory (Vaidya et al.) derives O(h™*) |
for point Jacobi

Extended January 2003 to block Jacobi, to get
O(H 'h™)

Fascinating to see how many different tools can be
used for thisdivide and conquer preconditioning idea
£
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“Unreasonable effectiveness’ of Schwar z

e When doesthe sum of partial inverses equal the
Inver se of the sums? When the decomposition isright!

L et {ri} be a complete set of orthonormal row
eigenvectorsfor A: LA=ar or a =r NiT

Th
- A:SiriTairi

d
- A*=Sr'a’n =S (FA')

— the Schwar z formula!

e Good decompositions are a compromise between
conditioning and parallel complexity, in practice
£
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Basic Domain Decomposition Concepts

e |terativecorrection
e Schwarz preconditioning
e Schur preconditioning

* Advanced” Domain Decomposition Concepts

e Polynomial combinations of Schwar z projections

e Schwarz-Schur combinations

= Neumann-Neumann/FETI (Schwarz on Schur)
s LNKS (Schwarz inside Schur) (Friday afternoon)

e Nonlinear Schwarz (Thursday after noon)

DD15 Tutoria, Berlin, 17-18 July 2003 ﬁ



| ter ative correction

Themost basic idea in iterative methods

u- u+B*(f- Au)
Evaluateresidual accurately, but solve approximately,
where B *isan approximateinverseto A

A segquence of complementary solves can be used, e.g.,
with B, and B, onehas

u- u+[B*+B," - B;"AB'](f - Au)
Scalerecurrence, eg., with B; o RT(RART) R,
leads to multilevel methods

Optimal polynomialsof (B *A) leadsto various
preconditioned Krylov methods

R
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Schwar z Pr econditioning

e Given Ax= Db, partition X Into )
subvectors, corresp. to subdomains W of T S
thedomain Wof the PDE, nonempty, T ! """"
possibly overlapping, whose unionisall | g LS
of theelementsof x[ A " ot

e Let Boolean rectangular ]
matrix R, extract thei" Q’ Q’
sbset of X e

X; = RiX A s o ol
o Let A = RIAR,  Hiiaiianes i
Bl =& RTA IR i o

e
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Schur complement substructuring

Given apartition ga A (gu.

éef.u
A B 056, ( G
&, ALBLUTE LT

Condense:
U;=9 S° Agz- AsA'Ac 9° fo- AGA

Properties of the Schur complement:

= smaller than original A, but generally dense
= expensiveto form, to store, to factor, and to solve

= better conditioned than original A

Therefore, solveiteratively, with action of Son each
Krylov vector

R
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Schur preconditioning

Let M-1beagood preconditioner for S G

Let /

1
oA 0 AAS
_éﬁ | Y5 U-

& lodd M g
Then Blisapreconditioner for A
So, instead of M *Su,=M"'g , usefull system

eA  Asuéuu_ _ef 0
e ue, U s U
Ay Axdsh &fs()

Here, solveswith A. may be done approximately since
all degrees of freedom areretained

B-l

P
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Schwar z polynomials

e Polynomialsof Schwarz projectionsthat are
combinations of additive and multiplicative may be
appropriate for certain implementations

e \We may solvethe fine subdomains concurrently and
follow with a coarse grid (redundantly/cooper atively)

u- u+SB*(f- Au)
u- u+B'(f - Au)

e Thisleadstoalgorithm “Hybrid I1” in S-B-G’ 96:
B =B,"+(I - B,"A)(SB)

e Convenient for “SPMD” (single prog/multiple data)

SR
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Schwar z-on-Schur

e Preconditioning the Schur complement iscomplex in
and of itself; Schwarz isused on thereduced
problem

e Neumann-Neumann
1 To-1
M™=SDR 3'RD,
e Balancing Neumann-Neumann

M =My +(1 - M;'S)(SDR'S'RD)(I - SV,")

e Other variants;
m Bramble-Pasciak-Schatz
= multigrid on the Schur complement

P
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FETI overview (next 8 dlides, c/o K. Pierson)

e Finite Element Tearing and I nterconnection

e Domain decomposition iterative linear solver that uses
|_agrange multiplierstosolve Ax=Db

e Numerically scalable (convergencerate bounded)
e Parallel scalability up to 1000s of processors

e Used to solve large scale finite element models (10-100
million equations)

e Sandia’'s Salinas and SIERRA implementations of the
Dual/Primal FETI method (FETI-DP) won Gordon
Bell Prizein “ gpecial” category in 2002 (w/ C. Farhat,
invited to speak M onday afternoon at DD-15)

: : S5
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| nterface Continuity
 Subscript r for interior DOFs subscript c for interface DOFs

e Interface continuity enforced through Lagrange multipliers

NS
O
At Convergence: Al B’u’ =0

s=1

DD15 Tutorial, Berlin, 17-18 July 2003 ﬁ



e The u’ sare primal variables,; the ? are dual variables

e FETI-DP master system (Ssymmetric) is.
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After some algebraic manipulation ...
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N
* (@) ST S S S_l S S
K= B (K- KK KB
s=1

* Couplesall subdomains

» Global propagation of residual error
o Solved with parallel distributed sparse solver

k]
DD15 Tutorid, Berlin, 17-18 July 2003 ,:“ £




Solving Ax=busing FETI-DP

Construct & factorize subdomain operators
Construct & factorize preconditioner
Construct & factorize coarsegrid

Solve for Lagrange multipliers (with
preconditioned Conjugate Gradients)

Solve for displacements using back substitution

: : S5
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FETI-DP for structural mechanics

e Numerically scalable, hardwar e scalable solutions for
realistic solid/shell models

e Used in Sandia applications Salinas, Adagio, Andante

-+ Total = 5alinas s FETI-DP
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c/o C. Farhat and K. Pierson National
Laboratories
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Agenda for future DD research

e High concurrency (100,000 processors)
e Asynchrony
e Fault tolerance

e Automated tuning of algorithm (to application
and to architecture)

e Integration of “forward” ssmulation with
studies of sengitivity, stability, and
optimization

>
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10,000 processorsin asingle

High Concurrency

Today

room with tightly coupled
networ k

DD computations scale well,

when provided with

network rich enough for
parallel near neighbor
communication

fast global reductions
(complexity sublinear in
processor count)

Future

100,000 processors, in aroom or
aspart of agrid

Most phases of DD computations
scale well
m favorable surface-to-volume
comm-to-comp ratio
However, latencies will nix
frequent exact reductions

Paradigm: extrapolate data in
retarded messages; correct (if
necessary) when message arrives,
such asin C(p,q,)) schemes by
Garbey and Tromeur-Dervout

: : S5
DD15 Tutorial, Berlin, 17-18 July 2003 w



Asynchrony

Today

e A priori partitionings for quas-
static meshes provide load-
balanced computational tasks
between frequent
synchronization points

e Good load balanceiscritical to
parallel scalability on 1,000
processors and more

Future

Adaptivity requirementsand far-
flung, nondedicated networ ks will
lead to idleness and imbalance at
synchronization points

Need algorithmswith looser
outer loopsthan global Newton-
Krylov

Can we design algorithmsthat
arerobust with respect to
Incomplete conver gence of inner
tasks, likeinexact Newton?

Paradigm: nonlinear Schwarz
with regional (not global)
nonlinear solverswhere most
execution timeis spent
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Fault Tolerance

Today

Fault toleranceisnot adriver in
most scientific application code
projects

FT handled asfollows:

m Detection of wrong
€ System —in hardware
€ Framework — by runtime env
@ Library —in math or comm lib
= Notification of application
@ Interrupt —signal sent tojob

@ Error codereturned by app
process

m Recovery
€ Restart from checkpoint

€ Migration of task to new
hardware

€ Reassignment of work to
remaining tasks

Future

With 100,000 processor s or
wor ldwide networks, M TBF will
bein minutes

Checkpoint-restart could take
longer than thetimeto next
failure

Paradigm: naturally fault tolerant
algorithms, robust with respect to
failure, such asanew FD
algorithm at ORNL

c/o A. Geist
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Automated Tuning

Today

Knowledgeable user-developers
parameterize their solverswith
experience and theoretically
informed intuition for:

problem size/processor ratio
outer solver type

Krylov solver type

DD preconditioner type
maximum subspace dimensions
overlaps

fill levels

inner tolerances

potentially many others

Future

L ess knowledgeable users
required to employ parallé
Iterative solversin taxing
applications

Need safe defaults and automated
tuning strategies

Paradigm: parallel direct search
(PDYS) derivative-free optimization
methods, or other machine
learning (ML), using over all
parallel computational
complexity as objective function
and algorithm tuning parameters
asdesign variables, to tune solver
In preproduction trial executions

P

g
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| ntegr ated Software

Today

Each analysisisa“ special
effort”

Optimization, sendsitivity
analysis (e.g., for uncertainty
guantification), and stability
analysisto fully exploit and
contextualize scientific results
arerare

Future

Analysisincreasingly an “inner
loop” around which more
sophisticated science-driven
tasks are wrapped

Need PDE task functionality
(e.g., residual evaluation,
Jacobian evaluation, Jacobian
Inver se) exposed to
optimization/sensitivity/stability
algorithms

Paradigm: integrated software
based on common distributed
data structures

DD15 Tutorial, Berlin, 17-18 July 2003 &



Architecturally driven ideasin DD

Chaotic Relaxation (1969)

Schwar z Waveform Relaxation (1997)
Restricted Additive Schwarz (1997)
C(p,q,)) schemes (2000)

Hybrid M PI/OpenM P-based domain
decomposition (2000)

DD15 Tutoria, Berlin, 17-18 July 2003
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Chaotic Relaxation

By Chazan & Miranker (1969)

Basic idea: assign subsets of interdependent eguations to
different processors and relax concurrently, importing refreshed
data on which a given processor depends “as available”

Convergence (for certain problem classes) as long as no subset
goes infinitely long without being updated

Weak results from theory, but occasional encouraging numerical
experiments, including Giraud (2001), who showed that chaotic
relaxation can be marginally faster, both in execution time (from
relaxation of synchrony) and in terms of actual floating point
work done!
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Schwarz Waveform Relaxation

By Dauod & Gander (1997, see also DD-13 proceedings)

Rather than exchanging messages at every time step in a space-

time cylindrical domain, (W,(0,T)), over which a PDE is to be
solved, solve In each domain over all time, and exchange

Interface data over (0,T) at all overlapping Schwarz interfaces
less frequently

Nice conver gence theory for parabolic problems using maximum
principle
Interesting for high-latency systems;, also for multiphysics

systems, since some subdomains can “step over” most restrictive
time step arising in other domain

Disadvantage: memory!

DD15 Tutoria, Berlin, 17-18 July 2003
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Restrictive Additive Schwar z

By Cai & Sarkis (1997) &»V\;
Consider restriction and extension
operatorsfor subdomains, R, R’
Restrict either the restriction or the extension
operator toignoretheoverlap: B™* = & . R A" 'R
Solve as usual Krylov-Schwar z

Saves 50% of communication, and actually
converges faster in many cases; default in PETSc

Active areain DD-13:

s Cal, Dryja& Sarkis RASHO showsthat symmetry can be
preserved if one projectsto stay in a certain subspace

s Frommer, Nabben & Szyld give an algebraic theory,
Including multiplicative RAS

P
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C(p,q,)) schemes

By Garbey & Tromeur-Dervout (2000)

To conquer high-latency environments, extrapolate
missing boundary data (treating higher and lower
Fourier modes differently), and to accommodate low
bandwidth environments, reuse extrapolations over

several steps

Employ a posteriori checks against real boundary data
when it appears, and adjust as necessary

Niceresultsfor parabolic problemsin the
“*computational grid” environment
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OpenM P/MPI tradeoffs

e By l.Charpentier & AHPIK software team (2000);
explored for just two procsby Keyeset al. (1999)

e For p processors, rather than using p subdomains,
use fewer, larger subdomains, and split a subdomain
over several processors, using multithreaded
subdomain solver, in a hybrid SPM D programming
model

e Advantage: fewer subdomains, larger H, gives
logarithmic or fractional power improvement in
conver gence for most DD methods (less infor mation
lost on subdomain cuts)
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Conclusions/summary

Domain decomposition isthe dominant paradigm in contemporary
terascale PDE simulation

Several freely available softwar e toolkits exist, and successfully scale
to thousands of tightly coupled processorsfor problemson quasi-
static meshes

Concerted efforts underway to make elements of these toolkits
Inter operate, and to allow expression of the best methods, which tend
to be modular, hierarchical, recursive, and above all — adaptive!

Many challengesloom at the “ next scale” of computation

| mplementation of domain decomposition methods on parallel
computers hasinspired many useful variants of domain
decomposition methods

The past few years have produced an incredible variety of interesting
results (in both the continuous and the discrete senses) in domain
decomposition methods, with no slackening in sight

Undoubtedly, new theory/algorithmswill be part of the solution!
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