
Preface

This volume contains a selection of 41 refereed papers presented at the 18th Inter-

national Conference of Domain Decomposition Methods hosted by the School of

Computer Science and Engineering (CSE) of the Hebrew University of Jerusalem,

Israel, January 12–17, 2008.

1 Background of the Conference Series

The International Conference on Domain Decomposition Methods has been held

in twelve countries throughout Asia, Europe, the Middle East, and North America,

beginning in Paris in 1987. Originally held annually, it is now spaced at roughly

18-month intervals. A complete list of past meetings appears below.

The principal technical content of the conference has always been mathematical,

but the principal motivation has been to make efficient use of distributed memory

computers for complex applications arising in science and engineering. The leading

such computers, at the “petascale” characterized by 1015 floating point operations

per second of processing power and as many Bytes of application-addressable mem-

ory, now marshal more than 200,000 independent processor cores, and systems with

many millions of cores are expected soon. There is essentially no alternative to do-

main decomposition as a stratagem for parallelization at such scales. Contributions

from mathematicians, computer scientists, engineers, and scientists are together nec-

essary in addressing the challenge of scale, and all are important to this conference.

Though the conference has grown up in the wake of commercial massively par-

allel processors, it must be remarked that some important applications of domain de-

composition are not massively parallel at all. “Gluing together” just two subproblems

to effectively exploit a different solver on each is also part of the technical fabric of

the conference. Even as multiprocessing becomes commonplace, multiphysics mod-

eling is in ascendancy, so the International Conference on Domain Decomposition

Methods remains as relevant and as fundamentally interdisciplinary as ever.

The conference typically draws between 100 and 200 researchers concerned with

the large-scale computational solution of PDEs in areas such as fluid dynamics,
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structural mechanics, biomechanics, geophysics, plasma physics, radiation transport,

electricity and magnetism, flows in porous media, and the like. The conference is led

by the International Scientific Committee of DDM.ORG under a set of by-laws that

appear at the website www.ddm.org.

While research in domain decomposition methods is presented at numerous

venues, the International Conference on Domain Decomposition Methods is the only

regularly occurring international forum dedicated to interdisciplinary technical in-

teractions between theoreticians and practitioners working in the creation, analysis,

software implementation, and application of domain decomposition methods.

International Conferences on Domain Decomposition Methods:

• Paris, France, 1987

• Los Angeles, USA, 1988

• Houston, USA, 1989

• Moscow, USSR, 1990

• Norfolk, USA, 1991

• Como, Italy, 1992

• University Park (Pennsylvania), USA, 1993

• Beijing, China, 1995

• Ullensvang, Norway, 1996

• Boulder, USA, 1997

• Greenwich, UK, 1998

• Chiba, Japan, 1999

• Lyon, France, 2000

• Cocoyoc, Mexico, 2002

• Berlin, Germany, 2003

• New York City, USA, 2005

• St. Wolfgang/Strobl, Austria, 2006

• Jerusalem, Israel, 2008

International Scientific Committee on Domain Decomposition Methods:

• Petter Bjørstad, Bergen

• Martin Gander, Geneva

• Roland Glowinski, Houston

• Laurence Halpern, Paris

• Ronald Hoppe, Augsburg and Houston

• Hideo Kawarada, Chiba

• David Keyes, New York

• Ralf Kornhuber, Berlin

• Yuri Kuznetsov, Houston and Moscow

• Ulrich Langer, Linz

• Jacques Périaux, Paris

• Alfio Quarteroni, Lausanne
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• Zhong-ci Shi, Beijing

• Olof Widlund, New York

• Jinchao Xu, University Park

2 About the Eighteenth Conference

The eighteenth conference was chaired by Michel Bercovier, Bertold Badler Chair of

Scientific Computation at the School of Computer Science and Engineering, and held

on the Edmond J. Safra Campus of the Hebrew University, at Givat Ram, Jerusalem.

107 scientists from 15 countries attended. The conference included 12 invited ple-

nary lectures, 22 talks given in five Minisymposia, 30 contributed talks, and two

special sessions: one dedicated to the memory of Moshe Israeli, who should have

been on the organizing committee, and a special collection of ten talks, organized as

Minisymposium 5, given as an “Historical Perspective to Milestones in the Develop-

ment of Domain Decomposition.” Conference details remain on the conference web

site http://www.cs.huji.ac.il/dd18.

The twelve invited talks were:

• Achi Brandt, Weizmann Institute of Science and University of California at Los

Angeles), Principles of Systematic Upscaling

• Michael J. Holst, University of California, San Diego: Analysis and Convergent

Adaptive Solution of the Einstein Constraint Equations

• Ronald W. Hoppe, University of Houston and University of Augsburg: Adaptive

Multilevel Primal-Dual Interior-Point Methods in PDE Constrained Optimiza-

tion

• Claude Le Bris, Ecole Nationale des Ponts et Chaussées: Domain Decomposition

and Electronic Structure Calculations: a New Approach

• Patrick Le Tallec, Ecole Polytechnique: From Domain Decomposition to Homog-

enization in the Numerical Modelling of Materials

• Jan Martin Nordbotten, University of Bergen and Princeton University: Varia-

tional Scale Separation Methods

• Ilaria Perugia, University of Pavia: Plane Wave Discontinuous Galerkin Methods

• Olivier Pironneau, University of Paris-VI: Numerical Zoom for Multi-Scale

Problems

• Francois-Xavier Roux, ONERA and University of Paris-VI: Domain Decompo-

sition methods: Industrial Experience at Hutchinson

• Xuemin Tu, University of California at Berkeley: Balancing Domain Decompo-

sition Methods by Constraints (BDDC)

• Olof B. Widlund, Courant Institute, New York University: Accommodating Ir-

regular Subdomains in Domain Decomposition Theory

• Jinchao Xu, Pennsylvania State University: Robust Iterative Methods for Singu-

lar and Nearly Singular System of Equations

The papers in Part I of these proceedings are ordered alphabetically according to the

names of the plenary speakers.
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The “Milestone” lectures were:

• Olof Widlund, Courant Institute, New York University: Coarse Space Compo-

nents of Domain Decomposition Algorithms

• Petter Bjørstad, University of Bergen: To Overlap or not to Overlap

• Roland Glowinski, University of Houston: On Fictitious Domain Methods

• Jinchao Xu, Pennsylvania State University: On the Method of Subspace Correc-

tions

• Alfio Quarteroni, Ecole Polytechnique Fédérale de Lausanne: Heterogeneous

Domain Decomposition

• David Keyes, Columbia University: Domain Decomposition and High Perfor-

mance Computing

• Francois-Xavier Roux: The FETI Method

• Frédéric Nataf, Ecole Polytechnique: Optimized Schwarz Methods

• Xiao-Chuan Cai, University of Colorado and Boulder: Domain Decomposition

Methods for Nonlinear Problems

• Laurence Halpern, University of Paris 13: Space-Time Parallel Methods

These lectures were taped and will remain available at http://www.cs.huji.ac.

il/dd18/video.

The papers in Part II of these proceedings are ordered according to the order of

the five minisymposia, and inside each such group according to the names of the

speakers. Part III is organized similarly.

The session dedicated to the memory of Moshe Israeli (1940-2007) included

three lectures:

• Amir Averbuch, Tel Aviv University: Contributions of Prof. Moshe Israeli to

Scientific Computing

• Irad Yavneh, Technion: Automated Transformations of PDE Systems

• Roland Glowinski, University of Houston: Clustering Phenomena for Particulate

Flow in Spinning Cylinders

The Local Organizing Committee Members were:

• Michel Bercovier (Chairman), Hebrew University of Jerusalem

• Amir Averbuch, Tel Aviv University

• Pinhas Z. Bar-Yoseph (IACMM representative), Technion

• Matania Ben-Artzi, Hebrew University of Jerusalem

• Michael S. Engelman, Corporate VP, ANSYS

• Dan Givoli, Technion

• Raz Kupferman, Hebrew University of Jerusalem

• Zohar Yosibash, Ben Gurion University

The Organizers are grateful to the following companies and organizations for

their material support:

• Hutchinson Rubber, France

• Bercom, Israel
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• Hebrew University, including the Leibniz Research Center for Computer Science

and the Edmund Landau Center for Research in Mathematical Analysis

• Cray Ltd., Israel

• SGI, Israel

Thanks are also due to Uri Heinemann, webmaster, Neva Treistman and Naama

Yitzhak, administrative assistants who managed all the logistical details and pro-

duced the book of abstracts. Mohad Shini and Yehuda Arav oversaw the technical

material at the conference and Ouri Bercovier taped the “Milestone” talks. Finally,

the organizers would like to thank the Municipality of Jerusalem, and Yigal Amedi,

Deputy Mayor of Jerusalem, for the reception at the Town Hall.

3 About Domain Decomposition Methods

Domain decomposition, a form of divide-and-conquer for mathematical problems

posed over a physical domain, as in partial differential equations, is the most com-

mon paradigm for large-scale simulation on massively parallel distributed, hierar-

chical memory computers. In domain decomposition, a large problem is reduced to

a collection of smaller problems, each of which is easier to solve computationally

than the undecomposed problem, and most or all of which can be solved indepen-

dently and concurrently. Typically, it is necessary to iterate over the collection of

smaller problems, and much of the theoretical interest in domain decomposition al-

gorithms lies in ensuring that the number of iterations required is very small. Indeed,

the best domain decomposition methods share with their cousins, multigrid methods,

the property that the total computational work is linearly proportional to the size of

the input data, or that the number of iterations required is at most logarithmic in the

number of degrees of freedom of individual subdomains.

Algorithms whose work requirements are linear or log-linear in the size of the

input data in this context are said to be “optimal.” Near optimal domain decompo-

sition algorithms are now known for many, but certainly not all, important classes

of problems that arise science and engineering. Much of the contemporary interest

in domain decomposition algorithms lies in extending the classes of problems for

which optimal algorithms are known.

Domain decomposition algorithms can be tailored to the properties of the phys-

ical system as reflected in the mathematical operators, to the number of processors

available, and even to specific architectural parameters, such as cache size and the

ratio of memory bandwidth to floating point processing rate.

Domain decomposition has proved to be an ideal paradigm not only for execu-

tion on advanced architecture computers, but also for the development of reusable,

portable software. The most complex operation in a typical domain decomposition

method — the application of the preconditioner — carries out in each subdomain

steps nearly identical to those required to apply a conventional preconditioner to

the global domain. Hence software developed for the global problem can readily be

adapted to the local problem, instantly presenting lots of “legacy” scientific code for
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to be harvested for parallel implementations. Furthermore, since the majority of data

sharing between subdomains in domain decomposition codes occurs in two archety-

pal communication operations — ghost point updates in overlapping zones between

neighboring subdomains, and global reduction operations, as in forming an inner

product — domain decomposition methods map readily onto optimized, standard-

ized message-passing environments, such as MPI.

Finally, it should be noted that domain decomposition is often a natural paradigm

for the modeling community. Physical systems are often decomposed into two or

more contiguous subdomains based on phenomenological considerations, such as

the importance or negligibility of viscosity or reactivity, or any other feature, and

the subdomains are discretized accordingly, as independent tasks. This physically-

based domain decomposition may be mirrored in the software engineering of the

corresponding code, and leads to threads of execution that operate on contiguous

subdomain blocks. These can be either further subdivided or aggregated to fit the

granularity of an available parallel computer.
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1 Introduction

The effective properties of composite materials/media are in strong demand in engi-

neering, geoscience, and environmental studies to name just a few examples. In [2],

we presented an efficient algorithm for computing an approximation of the effective

thermal conductivity tensor for high contrast fibrous geometries. The essential idea

of the approach is to take into consideration the network-like structure of a given

fibrous geometry and to perform all calculations on the induced unstructured grid.

More precisely, the intersections of fibers are considered as nodes and the connecting

fibers between nodes are considered as edges of an undirected graph. The weight of

each edge depends on the diameter and the conductivity of the respective fiber and

the distance of the connected nodes. A comparison between the results produced by

our algorithm and classical methods, which resolve the fibrous geometry using vol-

umetric elements, yields evidence of its efficiency and reliability for a large class of

problems from engineering and science.

In the article at hand the primary focus is on increasing the computational ef-

ficiency of the essential preprocessing step, i.e., of setting up the graph. In [2] the

computation of the fiber intersections is carried out straightforwardly, i.e., each fiber

is compared against any other fiber for intersection. This preprocessing stage, if car-

ried out like this, has a complexity which is quadratic in the number of fibers and can

therefore, for samples with very many fibers, become prohibitively expensive.

The idea to reduce the complexity of the straightforward strategy discussed above

is to partition the domain into a grid of coarse cells. Then by going along each fiber,

we determine the coarse grid cells through which this fiber passes. Once this has

been completed we go through each coarse cell and check for intersections only

among those fibers passing through one and the same cell. This is done in such a

way that two fibers are compared only once, no matter if they mutually lie in several

coarse cells. The resulting graph is - except for the ordering of the nodes - identical
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to the one computed by the standard approach. The computational cost, however, is

significantly reduced.

The remainder of the article at hand is organized as follows: In section 2 we

introduce some notations and definitions needed for presenting our argument. After

that we give a short description of the problem which we are ultimately interested in

solving. In section 4 the algorithm that we use to construct the graphs corresponding

to fibrous geometries is discussed. In a subsection we also provide a short analysis

of the computational cost of this algorithm. The final section of this paper is devoted

to numerical results and conclusions.

2 Preliminaries

For the arguments to follow we would like to introduce some notations and defini-

tions. In order to make the presentation somewhat simpler we restrict our exposition

to three spatial dimensions, which is anyway the most interesting case from a prac-

tical point of view. In [2] random fibrous geometries and the computation of their

effective thermal conductivities are the main targets of consideration. Let us now

briefly discuss what exactly we mean by a fiber and a random fibrous geometry.

By a fiber ϕ , we mean a cylindrical object of finite or infinite length. In particular,

a fiber is supposed to have a straight line at its center. To generate a fibrous geometry

these objects are randomly “thrown into” our domain Ω and cut-off at the boundary

∂Ω . For simplicity we assume Ω to be brick shaped. The collection of all fibers

in Ω is denoted by Φ . Let the set of all intersections of the straight lines at the

centers of fibers with ∂Ω be denoted by ∂ω . The actual numerical generation of our

fibrous geometries is done by the GeoDict2008 software (For more information see

http://www.geodict.com.) With this random construction different fibers may and in

general will intersect.

Now, let ω be the set of points, where two or more fibers cross. For a simpler

presentation and to avoid unnecessary technicalities, we assume, that whenever two

fibers (i.e., the cylindrical objects) have a nonempty intersection the same holds true

for their center lines. For a randomly generated fibrous geometry this assumption

will in general not be satisfied. In practice, however, this doesn’t pose any serious

difficulties. In order to determine whether two fibers cross, we calculate the distance

between their center lines. If this distance is smaller than the sum of the fiber radii,

we say that the fibers cross and for each of the involved center lines we store the point

at which they are closest, i.e., the distance of these points is equal to the distance of

the center lines of the involved fibers. The crossing node is then set to be in the

middle of these two points. We also define ω := ω ∪∂ω to be the set of all internal

and boundary intersections.

Let h be the characteristic distance between adjacent (i.e., adjacent on a fiber)

nodes in ω and let d be the characteristic diameter of all fibers in Ω . We require

d≪ h in order to have a meaningful notion of a graph induced by the fibers (which

correspond to the edges of the graph) and their intersections (which correspond to

the nodes of the graph).
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3 Statement of the Problem

It is a well-known result from homogenization theory (cf. e.g. [3] and the references

therein) that the effective conductivity tensor K̃ for a periodic or statistically homo-

geneous medium can be calculated by

K̃ei = 〈K∇ui〉Ω , i = 1,2,3,

where ei is the i-th unit vector, K denotes the fine scale conductivity, 〈·〉Ω is the

volumetric average over Ω , and ui solves

∇ · (K∇ui) = 0 in Ω

ui(x) = xi on ∂Ω ,
(1)

with xi being the i-th component of x.

In [1] it was shown that for a composite medium having a (very) high contrast in

conductivities, the effective conductivity tensor of the entire medium can be approx-

imated by solving three (one for each spatial dimension) constant coefficient elliptic

problems. These constant coefficient problems are posed only on the highly con-

ductive parts of Ω . Several numerical examples in [1] show that this approach yields

very good results for a class of problems interesting from a scientific and engineering

point of view.

Departing from the framework in [1] an algorithm was developed in [2] specifi-

cally designed for approximating the effective conductivity tensors for high contrast

fibrous geometries. The essential idea is to perform all calculations on the graph in-

duced by the underlying fibrous structure. The discrete problems corresponding to

(1) read as follows:

D(KGyi) = 0 in ω

yi = xi on ∂ω,
(2)

where D and G are discrete versions of the divergence and gradient operator, respec-

tively, having values on the nodes ( ) and faces () between adjacent nodes, respec-

tively (see Fig. 1). For a precise definition of D and G as well as for an error analysis

we would like to refer the reader to [2].

4 A Divide and Conquer Algorithm

The computational bottleneck of the algorithm discussed in [2] is the preprocessing

step of setting up the graph, i.e., the computation of the set of intersections ω . If

this is done in a straightforward way, meaning by comparing each fiber with every

other, the computational cost is O(n2
Φ), where nΦ is the number of fibers in Ω . For

large geometries with very many fibers this will of course soon become prohibitively

expensive.
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Fig. 1. Fibrous structure with in-

duced nodes and faces.

Fiber

Subdomain

Fig. 2. Subdomains Ωj and fibers ϕi.

The idea to cure this problem is to divide our domain Ω into subdomains

Ωj, j ∈ {1, . . .nΩ ,x1
} × {1, . . . ,nΩ ,x2

}× {1, . . . ,nΩ ,x3
} =: J , where nΩ ,x1

, nΩ ,x2
,

and nΩ ,x3
are the number of subdomains in each spatial direction, j is a multi-index,

and ∪j∈J Ωj = Ω (cf. Fig. 4). For simplicity, we again suppose that Ωj is brick

shaped. Then for each fiber we check through which subdomains it passes and con-

struct the sets Φj, where Φj denotes the set of fibers passing through Ωj. Then for

each j ∈J we check for intersections among all ϕ ∈ Φj. In Algorithm 1 we make

these considerations more formal.

Remark 1. The condition λ2(Ωj ∩Ωĵ) 6= 0 in step 8 of Algorithm 1 means that we

only check adjacent subdomains which have a common face with the previous sub-

domain. We don’t need to take into consideration those adjacent subdomains which

only have a common edge or point. This is because fibers are volumetric objects. In

particular they have a strictly positive diameter.

Remark 2. It should be noted that the standard straightforward approach of testing

each fiber with any other for intersection is a special case of Algorithm 1 – consider

the case #J = 1.

4.1 Numerical Complexity of Algorithm 1

Now, we would like to obtain an estimate of the numerical cost of Algorithm 1 in

order to be able to compare it with the complexity of the straightforward approach of

checking each fiber with respect to any other one for intersection. It is evident, that

this straightforward approach requires O(n2
Φ) operations.

Since for general randomly generated fiber geometries the computation of the

numerical complexity of Algorithm 1 would go into too much detail concerning

the generation of such geometries, we perform our analysis only for one particu-

lar structure with regularly arranged infinitely long fibers (cf. Fig. 5). More pre-
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1: Φj = /0 ∀j ∈J
2: for i = 1, . . . ,nΦ do

3: Compute an end point xi of ϕi and determine j ∈J such that xi ∈Ωj.

4: Set Φj = Φj∪{ϕi}, i.e., add ϕi to the set of fibers passing through Ωj.

5: Set J̃ = {j}. The subdomains corresponding to J̃ are those intersected by ϕi and

having at least one neighbor which hasn’t been checked for intersection with ϕi, yet.

6: while #J̃ 6= 0 do

7: for j ∈ J̃ do

8: Let Ĵ be the set of all ĵ such that λ2(Ωj∩Ω
ĵ
) 6= 0 and ϕi /∈Φ

ĵ
, where λ2 is the

two-dimensional Lebesgue measure. The subdomains corresponding to Ĵ are

those neighbors of Ωj for which intersection with ϕi hasn’t been verified yet.

9: for ĵ ∈ Ĵ do

10: if ϕi crosses Ω
ĵ

then

11: Set Φ
ĵ
= Φ

ĵ
∪{ϕi}, i.e., ϕi is added to the set of fibers passing through Ω

ĵ
.

12: Set J̃ = J̃ ∪{ĵ}. Since Ω
ĵ

is intersected by ϕi we now in turn need to

check the neighbors of Ω
ĵ

for intersection with ϕi, too.

13: end if

14: end for

15: Set J̃ = J̃ \{j}. Since all neighbors of Ωj have been checked for intersection

with ϕi, j is removed from J̃ .

16: end for

17: end while

18: end for

19: for j ∈J do

20: for ϕi ∈Φj do

21: for ϕk ∈Φj and k > i do

22: if ϕk and ϕi haven’t been tested for intersecting yet then

23: Test ϕk and ϕi for intersection and add a corresponding node to the graph if

the fibers cross.

24: end if

25: end for

26: end for

27: end for

Algorithm 1: Compute a graph corresponding to a fiber geometry.

cisely, we assume that our domain is the unit cube, i.e., Ω = [0,1]3. The fibers

are defined by connecting the following pairs of points {(0,h/2+ i2h,h/2+ i3h),
(1,h/2 + i2h,h/2 + i3h)}, {(h/2+ i1h,0,h/2+ i3h), (h/2 + i1h,1,h/2 + i3h)}, and

{(h/2 + i1h,h/2 + i2h,0), (h/2 + i1h,h/2 + i2h,1)}, for i1, i2, i3 = 0,1, . . . ,1/h− 1.

Here we tacitly assume that 1/h ∈ N. Additionally, we require the diameters of all

fibers to be smaller than the side lengths of the subdomains, each of which is as-

sumed to be of equal cubic size and shape. It is evident that the example geometry

just described is quite particular. In fact, it can be easily seen that the number of in-

tersections is rather large compared to a random geometry with an equal number of

fibers. Despite being artificial we will however see below that this geometry is quite

representative in terms of the computational costs of Algorithm 1. Table 1 gives an
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Fig. 3. Interior and boundary nodes for a

regular fiber structure.
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Fig. 4. Geometry with 1% svf and equal

parts of long and short fibers.

overview of the computational costs of the different steps of Algorithm 1 when ap-

plied to this example geometry.

Based on the information in Table 1 we can see that the total numerical complex-

ity of Algorithm 1 (i.e., steps 1-27) is given by

O(nΦ nΩ ,x1
)+O

(
n2

Φ

nΩ ,x1

)
. (3)

Thus, we easily deduce that choosing

nΩ ,x1
= O(

√
nΦ) (4)

leads to a total numerical complexity of

O(n
3/2
Φ ) (5)

when applied to our regular example geometry sketched in Fig. 5. This is of course

a major improvement compared to the complexity O(n2
Φ) of the standard approach.

Remark 3. It should be noted here that the reasoning above is somewhat specific for

our example geometry. For general randomly generated fibrous geometries with mul-

tiple fiber lengths and diameters we cannot obtain such a nice and compact formula

as in (5). Nevertheless, our considerations above are surprisingly representative for

more general cases as a collection of examples in section 5 shows.

5 Numerical Results and Conclusions

Now, let us take a look at the actual numerical performance of Algorithm 1 when

applied to large randomly generated fibrous geometries. In order to do this, we first
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Steps Order of Complexity

10-13 O(1)

9-15 O(1) Since #Ĵ ≤ 6.

6-17 O(nΩ ,x1
) Since the number of subdomains that each fiber passes

through is O(nΩ ,x1
) and each subdomain is checked

at most once. Note that nΩ ,x1
= nΩ ,x2

= nΩ ,x3
and that

we require the fiber diameters to be smaller

than the side lengths of the subdomains.

2-18 O(nΦ nΩ ,x1
)

20-26 O
(
(#Φj)

2
)

= O

(
n2

Φ

n4
Ω ,x1

)
Since in each subdomain of our regular fiber structure

(see Fig. 5) there are 3
(hnΩ ,x1

)2 fibers and in the entire

domain Ω there are 3
h2 fibers, i.e., nΦ = 3

h2 .

19-27 O

(
#J

n2
Φ

n4
Ω ,x1

)
= O

(
n2

Φ
nΩ ,x1

)
Since #J = n3

Ω ,x1
for our cubic domain.

Table 1. Computational cost of Algorithm 1

specify the parameters used in the generation of our structures. All geometries are

generated by the GeoDict2008 software using a grid of 20003 voxels on Ω , which

is chosen to be a cube with side-length 5.6e-3m. Thus, the side-length of a voxel

is 2.8e-6m. We consider structures having a solid volume fraction (svf) of 1%, 3%,

and 5%, i.e., 1%, 3%, and 5% of Ω are occupied by fibers, respectively. For each of

these svf we consider a geometry with equal parts of infinitely long and short fibers

(“short” meaning 100 voxels long), one with infinitely long fibers only, and one with

short fibers only. We then consider a series of choices for nΩ ,x1
= nΩ ,x2

= nΩ ,x3
and

compare the cpu-times needed for setting up the graphs. To get an impression how

these fibrous geometries look we refer to Fig. 4, which shows a plot of the structure

with 1% svf and with equal parts of short and long fibers.

The tables in Figs. 5-7 show the data specific of the problems under consideration

(number of fibers, number of nodes, etc.) and the computational costs for the cases

nΩ ,x1
= nΩ ,x2

= nΩ ,x3
= 1 and nΩ ,x1

= n
opt
Ω ,x1

, where n
opt
Ω ,x1

is the optimal choice for

nΩ ,x1
in terms of the time needed for setting up the graph corresponding to the fibrous

geometry. (In order to determine n
opt
Ω ,x1

we consider a series of nΩ ,x1
, see the top plots

in Figs. 5-7.)

As we can see, the reduction of cpu-time when choosing nΩ ,x1
= n

opt
Ω ,x1

instead of

nΩ ,x1
= 1 is substantial. For the geometries involving only long fibers the time needed

for setting up the graph is roughly cut in half (cf. table in Fig. 5). For the fibrous

structure with a solid volume fraction (svf) of 5% and only short fibers the cpu-time

for constructing the graph is reduced to less than 0.3% when choosing nΩ ,x1
= n

opt
Ω ,x1

(table in Fig. 6). Looking at the table in 7 we see that also for geometries consisting

of short and long fibers the cpu-time for setting up the graph is reduced by more than

one order of magnitude when choosing the optimal nΩ ,x1
.

For the instances that we consider we see that by choosing nΩ ,x1
= n

opt
Ω ,x1

the com-

putational cost of constructing the graph corresponding to our geometry can be re-
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Optimal choice of nΩ ,x1
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opt
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(x), vs.
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nΦ with 5% deviation margins and a linear

leasts-squares fit.

svf short fibers 0% 0% 0%

svf long fiber 1% 3% 5%

# fibers 4851 14686 24366

# interior nodes 15462 132121 351366

effective con-

ductivity tensor

2.64e-2 - -

- 2.65e-2 -

- - 2.64e-2

3.13e-2 - -

- 3.14e-2 -

- - 3.15e-2

3.66e-2 - -

- 3.64e-2 -

- - 3.64e-2

# coarse grid cells 1 153 1 323 1 403

total CPU-time

(sec.)

2.3e0 1.4e0 2.9e1 1.7e1 1.1e2 6.3e1

CPU-time con-

structing the

graph

1.9e0 1.1e0 1.8e1 9.4e0 5.7e1 2.7e1

CPU-time solv-

ing the system

< 1 < 1 1.1e1 7.6e0 5.4e1 3.5e1

Computational results and costs.

Fig. 5. CPU-time analysis and numerical results for geometries with only long fibers and solid

volume fractions of 1%, 3%, and 5%, respectively.
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duced to the same order of magnitude as the cost needed for solving the arising linear

system. (Here we would like to remark that for solving the linear system we employ

the ILU preconditioned Conjugate Gradient (CG) solver implemented in the LAS-

Pack package (see http://www.mgnet.org/mgnet/codes/laspack/html/laspack.html) us-

ing a relative residual reduction of 1e− 6 as stopping criterion.) Before, i.e., when

choosing nΩ ,x1
= 1, almost the entire computational cost for determining an approx-

imation to the effective thermal conductivity tensor was devoted to setting up the

computational graph. Therefore, it was not feasible to spend much effort on speed-

ing up the solution of the arising linear system. Now, with this new approach of

dividing Ω into subdomains, we see that in some cases the cpu-time for solving the

arising linear system can actually exceed the cpu-time for constructing the graph (cf.

tables in Figs. 5-7). With this observation it seems reasonable to also optimize the

process of solving the arising linear system - e.g. by employing algebraic multi-grid

methods and the like - which is a topic of our further research.

As an interesting side note we would like to remark that in all investigated cases

(cf. tables in Figs. 5-7) the cpu-time for solving the linear system also reduces (by

around 30%) when choosing the optimal nΩ ,x1
. This observation seems surprising,

since the graph constructed by Algorithm 1 and the number of CG-iterations re-

quired to satisfy the convergence criterion are independent of the choice for nΩ ,x1
.

The only plausible explanation that we have for this certainly desirable side ef-

fect is that for nΩ ,x1
= n

opt
Ω ,x1

the nodes of the graph are not in the same order as

when choosing nΩ ,x1
= 1. Apparently, this re-odering of the unknowns speeds up

the matrix-vector multiplication of the system matrix, which could be due to a better

cache-optimization. Providing a detailed analysis of this issue is, however, beyond

the scope of this article.

Looking at the graphs in Figs. 5-7, where the cpu-time for constructing the graph

is plotted vs. the choice for nΩ ,x1
, we see that there is in fact an optimal choice n

opt
Ω ,x1

.

This observation can be explained via (3). When choosing nΩ ,x1
larger (smaller) than

n
opt
Ω ,x1

the first (second) term of (3) dominates.

Now, we would like to investigate the question, whether relation (4), which we

derived for the very regular fiber structure shown in Fig. 5, also holds - at least ap-

proximately - for our randomly generated geometries. For this we plot n
opt
Ω ,x1

against√
nΦ for different fibrous geometries (see lower left plots in Figs. 5-7). Of course,

we can only hope for (4) to hold for structures with different solid volume fractions

but with the same kind of fibers. Therefore, we only try to verify (4) for these cases.

Looking at the least squares linear fit (blue line) in Figs. 5-7, where the fitted line is

forced through the origin and thus the only free parameter is its slope, we can see

that (4) is indeed quite well satisfied. Nevertheless, the constant involved in (4) is

different for different choices of fibers. For the sequence of geometries with svf 1%,

3%, and 5% and only long fibers it is approximated to 2.54e-1, while for the cases of

only short fibers it is approximately 9.89e-2. The constant for the geometries involv-

ing equal parts of long and short fibers is estimated to 1.11e-1 and thus in-between

the two former ones.

In addition to n
opt
Ω ,x1

the lower left plots in Figs. 5-7 also show margins which

correspond to those choices for nΩ ,x1
for which the cpu-time for setting up the graph
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(x), vs.
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svf short fibers 1% 3% 5%

svf long fiber 0% 0% 0%

# fibers 66953 202845 341543

# interior nodes 2127 113936 378634

effective con-

ductivity tensor

2.40e-2 - -

- 2.40e-2 -

- - 2.40e-2

2.40e-2 - -

- 2.40e-2 -

- - 2.40e-2

2.57e-2 - -

- 2.57e-2 -

- - 2.57e-2

# coarse grid cells 1 153 1 323 1 403

total CPU-time

(sec.)

3.6e2 2.2e0 3.5e3 5.9e1 9.9e3 1.1e2

CPU-time con-

structing the

graph

3.6e2 1.6e0 3.4e3 1.0e1 9.8e3 2.8e1

CPU-time solv-

ing the system

< 1 < 1 6.5e1 4.7e1 1.1e2 7.7e1

Computational results and costs.

Fig. 6. CPU-time analysis and numerical results for geometries with only short fibers and

solid volume fractions of 1%, 3%, and 5%, respectively.
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svf short fibers 0.5% 1.5% 2.5%

svf long fiber 0.5% 1.5% 2.5%

# fibers 35830 108668 182974

# interior nodes 14383 136086 366286

effective con-

ductivity tensor

2.52e-2 - -
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graph
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CPU-time solv-

ing the system

< 1 < 1 1.4e1 1.0e1 6.4e1 4.1e1

Computational results and costs.

Fig. 7. CPU-time analysis and numerical results for geometries with with equal parts of short

and long fibers and solid volume fractions of 1%, 3%, and 5%, respectively.
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is at most 5% higher than for n
opt
Ω ,x1

. For practical problems it of course doesn’t make

sense to apply Algorithm 1 for several choices of nΩ ,x1
to determine the optimal one.

Instead one is interested in approximating n
opt
Ω ,x1

beforehand, and then use this ap-

proximation in the calculations. It is quite obvious that (4) can be used to predict an

approximation to n
opt
Ω ,x1

. Furthermore, it should be noted that the margins shown in 5-

7 indicate that - especially for large and thus costly geometries - one doesn’t really

have to approximate n
opt
Ω ,x1

very accurately in order to obtain almost optimal per-

formance. Thus, it seems promising that an automatic way of approximating n
opt
Ω ,x1

,

which could then be used in Algorithm 1, can be implemented. This is also an objec-

tive of our further research.

On the whole, we would like to conclude that Algorithm 1 constitutes a very

powerful enhancement of the approach presented in [2]. The computational costs are

significantly reduced, which makes our graph-laplacian approach applicable to even

larger geometries containing even more fibers.
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Summary. We are concerned with structural optimization problems where the state variables

are supposed to satisfy a PDE or a system of PDEs and the design variables are subject to

inequality constraints. Within a primal-dual setting, we suggest an all-at-once approach based

on interior-point methods. Coupling the inequality constraints by logarithmic barrier functions

involving a barrier parameter and the PDE by Lagrange multipliers, the KKT conditions for

the resulting saddle point problem represent a parameter dependent nonlinear system. The ef-

ficient numerical solution relies on multilevel path-following predictor-corrector techniques

with an adaptive choice of the continuation parameter where the discretization is taken care of

by finite elements with respect to nested hierarchies of simplicial triangulations of the com-

putational domain. In particular, the predictor is a nested iteration type tangent continuation,

whereas the corrector is a multilevel inexact Newton method featuring transforming null space

iterations. As an application in life sciences, we consider the optimal shape design of capillary

barriers in microfluidic biochips.

1 Introduction

The optimization of structures and systems has a long history that can be traced back

to the work of Bernoulli, Euler, Lagrange, and Saint-Venant. It became its own disci-

pline during the second half of the last century when the rapid progress in electronic

data processing required the development and implementation of highly efficient and

robust algorithmic optimization tools. Nowadays, shape optimization is an indispens-

able tool for many design issues in aero- and fluid dynamics, electromagnetics, and

structural mechanics. The spectrum of analytical and numerical methods is well doc-

umented by numerous monographs on the subject that have been published during

the past twenty-five years (cf., e.g., Allaire [1], Bendsøe [4], Delfour and Zolesio

[7], Haslinger and Mäkinen [17], Mohammadi and Pironneau [23], Sokolowski and

Zolesio [26]).

In this paper, we will focus on an all-at-once approach by means of primal-dual

interior-point methods. Using classical barrier functions, this results in a parameter
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dependent nonlinear system which is solved by a multilevel predictor-corrector con-

tinuation strategy with an adaptive choice of the continuation steplength along the

central path. The predictor relies on a nested iteration type continuation, whereas

the corrector features an inexact Newton method involving transforming null space

iterations as inner iterations. As a multiscale multiphysics application, we consider

the optimal design of capillary barriers in surface acoustic wave driven microfluidic

biochips used for hybridization and sequencing in genomics.

2 Optimal Design of Processes and Systems

A typical shape optimization problem associated with a time-independent PDE or

a system thereof as the underlying state equation amounts to the minimization of

a shape functional J over bounded domains Ω in Euclidean space Rd . The state

function u is assumed to satisfy a boundary value problem as described by means of

a partial differential operator L, and there may be further equality and/or inequality

constraints on the domain described by some function h.

inf
Ω

J(u,Ω), J(u,Ω) :=
∫

Ω
j(x,u(x)) dx, (1a)

subject to Lu = f in Ω , u = g on Γ , h(Ω)≥ 0. (1b)

The inherent difficulty that the minimization is over a certain class of domains instead

of a set of functions in an appropriate function space can be circumvented by the so-

called shape calculus as developed by Céa, Delfour, Zolésio and others (cf., e.g.,

Delfour and Zolesio [7]). Denoting by Jr(Ω) := J(u(Ω),Ω) the reduced functional,

the necessary optimality conditions can be stated by means of the shape gradient

∇Jr(Ω)[V ] = lim
t→0+

Jr(Ωt(V ))− Jr(Ω)

t
= 〈∇Jr(Ω),V 〉 ,

defined by means of smooth velocity fields V and a family of transformations of Ω
under V such that Ωt(V ) = Tt(Ω),Tt(x) = x(t),x′(t) = V (x(t)). The shape gradient

is a distributional derivative admitting the boundary integral representation

〈∇Jr(Ω),V 〉=
∫

Γ
〈V,ν〉

{
j(x,g)+

∂ p

∂ν

∂ (g−u)

∂ν

}
ds,

where p stands for the adjoint state satisfying the adjoint state equation L∗p =
∂ j/∂u(·,u). Sufficient optimality conditions invoke the shape Hessian which can

also be given a boundary integral representation admitting an interpretation as a

pseudo differential operator of order 1 (cf., e.g., Eppler and Harbrecht [10]). The

analytical investigation of shape Hessians and the development and implementation

of numerical tools based thereon is subject to intensive ongoing research. The nu-

merical methods developed so far require some smoothness of the domain and suffer

from a lack of stability otherwise.
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Since interior-point methods essentially rely on second order information, in the

sequel we will use a more classical approach based on a parametrization of the do-

main by a finite number of design variables. The boundary Γ is represented by a com-

posite Bézier curve using a certain number of Bézier control points α ∈ Rm,m ∈ N,
which serve as design variables. The equality and/or inequality constraints are ex-

pressed by means of the design variables. For the finite element approximation of

(1a)–(1b) we choose α̂ as a reference design and refer to Ω̂ := Ω(α̂) as the as-

sociated reference domain. Then, the actual domain Ω(α) can be obtained from the

reference domain Ω̂ by means of a mapping Ω(α) = Φ(Ω̂ ;α). The advantage of us-

ing the reference domain Ω̂ is that finite element approximations can be performed

with respect to that fixed domain without being forced to remesh for every new set

of the design variables. The finite element discretization of (1a)–(1b) with respect

to a simplicial triangulation Th(Ω) of the computational domain Ω leads to a finite

dimensional optimization problem

inf
uh,α

Jh(uh,α), (2a)

subject to Lhuh = bh, h(α)≥ 0, (2b)

where uh ∈ Rn is the finite element approximation of the state u, Jh(uh,α) the dis-

cretized objective functional and Lhuh = bh the algebraic system arising from the

finite element discretization of the PDE.

The inequality constrained nonlinear programming problem (2a)–(2b) will be

numerically solved by adaptive multilevel path-following primal-dual interior-point

methods as described in the following subsections. For ease of notation, in the sequel

we will drop the subindex h.

3 Adaptive Multilevel Primal-Dual Interior Point Methods

We couple the inequality constraints in (1b) by logarithmic barrier functions with

a barrier parameter µ = 1
τ > 0, τ → ∞, and the equality constraint by a Lagrange

multiplier λ ∈ Rn. This leads to the saddle point problem

inf
u,α

sup
λ

L(τ)(u,λ ,α) , (3)

where L(τ) stands for the Lagrangian

L(τ)(u,λ ,α) = B(τ)(u,α)+ 〈λ ,Lu−b〉. (4)

Here, B(τ)(u,α) is the so-called barrier function as given by

B(τ)(u,α) := J(u,α)− 1

τ
ln(h(α)) . (5)

and 〈·, ·〉 stands for the Euclidean inner product on Rn (for details cf., e.g., Wright

[34]). The central path τ 7−→ x(τ) := (u(τ),λ (τ),α(τ))T is given as the solution of

the nonlinear system
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F(x(τ),τ) =




L
(τ)
u (u,λ ,α)

L
(τ)
λ (u,λ ,α)

L
(τ)
α (u,λ ,α)


= 0 , (6)

where the subindices refer to the derivatives of the Lagrangian with respect to the pri-

mal, the dual, and the design variables. The choice of the barrier parameter strongly

influences the performance of the interior-point method. There are static strategies

with the Fiacco-McCormick approach as the most prominent one (cf. Fiacco and Mc-

Cormick [11]), where the barrier parameter is fixed until an approximate solution

has been obtained, and there is a variety of dynamic update strategies (cf. Armand

et al. [3], El-Bakry et al. [9], Gay et al. [14], Nocedal et al. [24], Tits et al.

[27], Ulbrich et al. [28], Vanderbei and Shanno [29]). Convergence properties of

the Fiacco-McCormick approach have been studied in Byrd et al. [5] and Wächter

and Biegler [30], whereas a convergence analysis of dynamic update strategies has

been addressed in Armand et al. [3], El-Bakry et al. [9], Nocedal et al. [24], Ulbrich

et al. [28].

We consider the solution of (6) by an adaptive continuation method based on the

affine invariant convergence theory of Newton-type methods (see, e.g., Deuflhard

[8], Weiser and Deuflhard [31]).

The adaptive continuation method is a predictor-corrector method with an adap-

tively determined continuation step size in the predictor and Newton’s method as a

corrector. It relies on the affine invariant convergence theory of Newton and Newton-

type methods and ensures that the iterates stay within a neighborhood (contraction

tube) of the central path so that convergence to a local minimum of the original min-

imization problem can be achieved (cf. Fig. 1).

.

b

x(τ0)

Barrier Path

x
∗

∆τ
(0)
k δx(τk)

x̃(τk)

Fig. 1. Predictor step of the adaptive continuation method.

Predictor Step

The predictor step relies on tangent continuation along the trajectory of the Davi-

denko equation

Fx(x(τ),τ)x′(τ) =−Fτ(x(τ),τ) (7)
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and amounts to the implementation of an explicit Euler step: Given some approxi-

mation x̃(τk) at τk > 0, compute x̃( j0)(τk+1), where τk+1 = τk + ∆τ
( j)
k , according to

Fx(x̃(τk),τk)δx(τk) =−Fτ(x̃(τk),τk) , (8a)

x̃( j0)(τk+1) = x̃(τk)+∆τ
( j)
k δx(τk) , (8b)

starting with j = 0 ( j ≥ 1 only if required by the correction step (see below)). We

use ∆τ
(0)
0 = ∆τ0 for some given initial step size ∆τ0, whereas for k≥ 1 the predicted

step size ∆τ
(0)
k is chosen by

∆τ
(0)
k :=

( ‖∆x( j0)(τk)‖
‖x̃(τk)− x̃( j0)(τk)‖

√
2−1

2Θ(τk)

)1/2

∆τk−1 , (9)

where ∆τk−1 is the computed continuation step size, ∆x( j0)(τk) is the first Newton

correction (see below), and Θ(τk) < 1 is the contraction factor associated with a

successful previous continuation step.

Corrector Step

As a corrector, we use Newton’s method applied to

F(x(τk+1),τk+1) = 0

with x̃( j0)(τk+1) from (8b) as a start vector. In particular, for ℓ≥ 0 (Newton iteration

index) and jℓ ≥ 0 ( j being the steplength correction index) we compute ∆x( jℓ)(τk+1)
according to

Fx(x̃
( jℓ)(τk+1),τk+1) ∆x( jℓ)(τk+1) =−F(x̃( jℓ)(τk+1),τk+1), (10)

update x̃( jℓ+1)(τk+1) := x̃( jℓ)(τk+1) + ∆x( jℓ)(τk+1) and compute ∆x
( jℓ)(τk+1) as the

associated simplified Newton correction

Fx(x̃
( jℓ)(τk+1),τk+1)∆x

( jℓ)(τk+1) =−F(x̃( jℓ)(τk+1)+∆x( jℓ)(τk+1),τk+1).

We monitor convergence of Newton’s method by means of

Θ ( jℓ)(τk+1) := ‖∆x
( jℓ)(τk+1)‖/‖∆x( jℓ)(τk+1)‖ .

In case of successful convergence, we set x̃(τk+1) := x̃( jℓ)(τk+1) with ℓ being the

current Newton iteration index, accept the current step size ∆τk := ∆τ
( j)
k with current

steplength correction index j and proceed with the next continuation step. However,

if the monotonicity test

Θ ( jℓ)(τk+1) < 1 (11)
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.

b

x(τ0)

x
∗

∆τ
new
k δx(τk)

x̃(τk)

x̃(τk+1)

Fig. 2. Correction step of the adaptive continuation method.

fails for some jℓ ≥ 0, the predicted steplength ∆τ
( j)
k has been chosen too large so

that the predicted solution x̃( j0)(τk+1) is not situated within the Kantorovich neigh-

borhood of x(τk+1), i.e., it is outside the contraction tube around the central path (cf.

Fig. 2). The corrector step provides a correction of the steplength for the tangent di-

rection δx(τk) such that the new iterate stays within the contraction tube. To do so,

the continuation step from (8b) has to be repeated with the reduced step size

∆τ
( j+1)
k :=

( √
2−1

g(Θ ( jℓ))

)1/2

∆τ
( j)
k ,

g(Θ) :=
√

Θ +1−1

(12)

until we either achieve convergence or for some prespecified lower bound ∆τmin

observe

∆τ
( j+1)
k < ∆τmin .

In the latter case, we stop the algorithm and report convergence failure.

The Newton steps are realized by an inexact Newton method featuring right-

transforming iterations (cf., e.g., Hoppe et al. [18], Hoppe and Petrova [20]). For a

discussion of the impact of the inexactness on the pathfollowing we refer to Weiser

and Deuflhard [31, sec. 3.2]. The derivatives occurring in the KKT conditions and

the Hessians are computed by automatic differentiation (cf., e.g., Griewank [15]).

We perform the predictor-corrector scheme in a multilevel framework with re-

spect to a hierarchy of discretizations. We describe the multilevel approach in case

of a two-level scheme with the levels ℓ−1 and ℓ (cf. Fig. 3). Since in multigrid con-

tinuation methods it is advantageous to use smaller continuation steps on the coarser

grids (cf., e.g., Hackbusch [16], Hoppe and Mittelmann [19]), the prediction is done

by nested iteration in such a way that some adaptive continuation steps are performed

on the coarser level ℓ− 1 before a predicted value is computed on the finer level ℓ.

The corrector is a Newton multigrid method incorporating a two-level PDE solver

featuring appropriate smoothers. The iterates are checked for acceptance by the level

ℓ monotonicity test. In some more detail, we illustrate the two-level scheme in case

of two continuation steps on level ℓ− 1. We assume that approximations xℓ−1(τk)
and xℓ(τk) are available for some continuation parameter τk. Firstly, we perform 2

continuation steps with an adaptive choice of the continuation steplengths. Secondly,
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we use the the level ℓ−1 approximations xℓ−1(τk) and xℓ−1(τk+2) as well as the level

1 approximation xℓ(τk) to obtain a level 1 prediction at τk+2. This approximation is

then corrected by the two-level Newton multigrid scheme and checked for accep-

tance by the level ℓ monotonicity test. In the general case of more than 2 levels, the

multilevel predictor-corrector continuation method consists of a recursive applica-

tion of the two-level scheme.

level 0

level 1

τ

levels

τk τk+1 τk+2

P
1
0

x(0)(τk) x(0)(τk+1) x(0)(τk+2)

x(1)(τk) (given) x̂(1)(τk+2) (predicted)

Fig. 3. Two-level predictor-corrector scheme

4 Numerical Results

Microfluidic biochips are used in pharmaceutical, medical and forensic applications

as well as in academic research and development for high throughput screening,

genotyping and sequencing by hybridization in genomics, protein profiling in pro-

teomics, and cytometry in cell analysis (cf., e.g., Pollard and Castrodale [25]). Re-

cent nanotechnological devices are surface acoustic wave driven biochips with inte-

grated fluidics on top of the chip consisting of a lithographically produced network

of channels and reservoirs (see Fig. 4 (left)). The core of the technology are nanop-

umps featuring surface acoustic waves generated by electric pulses of high frequency.

These waves propagate like a miniaturized earthquake, enter the fluid filled channels

and thus cause a flow which transports the DNA or protein containing liquid along

the network to a reservoir where the chemical analysis is performed (see, e.g., Wix-

forth et al. [32, 33]. Between the channels and the reservoirs are capillary barriers

(cf. Fig. 4 (right)) which have to be designed in such a way that a precise filling of

the reservoirs is guaranteed.

Mathematical models for SAW biochips are based on the linearized equations of

piezoelectricity in Q1 := (0,T1)×Ω1
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Fig. 4. Microfluidic biochip (left) and capillary barrier (right)

ρ1
∂ 2ui

∂ t2
− ∂

∂x j

ci jkl

∂uk

∂xl

− ∂

∂x j

eki j

∂Φ

∂xk

= 0, (13a)

∂

∂x j

e jkl

∂uk

∂xl

− ∂

∂x j

ε jk

∂Φ

∂xk

= 0 (13b)

with appropriate initial conditions at t = 0 and boundary conditions on Γ1 := ∂Ω1.

Here, ρ1 and u = (u1,u2,u3)
T denote the density of the piezoelectric material and

the mechanical displacement vector. Moreover, ε = (εi j) stands for the permittivity

tensor and Φ for the electric potential. The tensors c = (ci jkl) and e = (eikl) refer to

the forth order elasticity tensor and third-order piezoelectric tensor, respectively.

The modeling of the micro-fluidic flow is based on the compressible Navier-

Stokes equations in Q2 := (0,T2)×Ω2

ρ2

(
∂v

∂ t
+(v ·∇)v

)
=−∇p+η∆v+

(
ζ +

η

3

)
∇(∇ ·v) , (14a)

∂ρ2

∂ t
+∇ · (ρ2v) = 0 , (14b)

v(x+u(x, t), t) =
∂u

∂ t
(x, t) on (0,T2)×Γ2 (14c)

with suitable initial conditions at t = 0. Here, ρ2,v = (v1,v2,v3)
T and p are the den-

sity of the fluid, the velocity, and the pressure. η and ζ refer to the shear and the

bulk viscosity. The boundary conditions include the time derivative ∂u/∂ t of the

displacement of the walls Γ2 = ∂Ω2 of the microchannels caused by the surface

acoustic waves. The induced fluid flow involves extremely different time scales. The

damping of the jets created by the SAWs happens on a time scale of nanoseconds,

whereas the resulting acoustic streaming reaches an equilibrium on a time scale of

milliseconds. We perform a separation of the time-scales by homogenization using

an expansion v = v0 + εv′ + ε2v′′ + O(ε3) of the velocity v in a scale parameter

ε > 0 representing the maximal displacement of the walls and analogous expan-

sions of the pressure p and the density ρ2. We set v1 := εv′,v2 := ε2v′′ and de-

fine pi,ρ2,i,1 ≤ i ≤ 2, analogously. Time-averaging the second order (in ε) system

according to 〈w〉 := T−1
∫ t0+T

t0
wdt,T := 2π/ω , we arrive at the following Stokes
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equations in Ω2

−η∆v2−
(

ζ +
η

3

)
∇(∇ ·v2)+∇p2 =

〈
−ρ2,1

∂v1

∂ t
−ρ2,0(∇v1)v1

〉
, (15a)

ρ2,0∇ ·v2 = 〈−∇ · (ρ2,1v1)〉 , (15b)

v2 =−〈(∇v1)u〉 on Γ2 . (15c)

which describe the stationary flow pattern, called acoustic streaming, resulting after

the relaxation of the high frequency surface acoustic waves (for further details we

refer to Gantner et al. [13], Köster [22]).

Table 1. History of the adaptive multilevel predictor-corrector strategy (Capillary barriers, 4

Levels)

level k τ ∆τ ∆J

1 0 2.0E+02

2.83E+00

1 6.3E+02 4.3E+02 1.87E-05

2 1.1E+03 4.9E+02 3.40E-06

3 1.6E+03 5.1E+02 1.09E-06

4 2.3E+03 6.8E+02 5.70E-07

5 3.5E+03 1.1E+03 3.63E-07

6 5.3E+03 1.9E+03 1.99E-07

7 8.8E+03 3.5E+03 1.02E-07

8 1.6E+04 7.3E+03 4.50E-08

2 2 1.1E+03 9.2E+02

4 2.3E+03 1.2E+03

6 5.3E+03 3.0E+03

8 1.6E+04 1.1E+04

3 4 2.3E+03 2.1E+03

8 1.6E+04 1.4E+04

4 8 1.6E+04 1.6E+04

We have considered the optimal design of a capillary barrier for a domain con-

sisting of part of a microchannel close to a reservoir with two passive outlet valves

to allow for an outflow in case of the stopping mode of the barrier (cf. Fig. 5). The

objective functional J has been chosen of tracking type according to

J(v2, p2,α) :=
1

2

∫

Ω(α)
|v2−vd

2 |2 dx+
1

2

∫

Ω(α)
|p2− pd

2 |2 dx

subject to the Stokes system (15a)-(15c) with Signorini type boundary conditions

at the junction between the microchannel and the reservoir. We have used m = 16

Bézier control points of a Bézier curve representation of the barrier as design vari-

ables subject to bilateral constraints. Table 1 contains the history of the multi-

level interior-point method described in the previous section in case of four levels



24 Harbir Antil et al.

Fig. 5. Optimally designed capillary barrier:Velocity profile in the flow mode (left) and in the

stopping mode (right)

1 ≤ ℓ ≤ 4 with 2362 degrees of freedom (DOFs) on the coarsest grid (level 1) and

141634 DOFs on the finest grid (level 4). The number k indicates the continuation

steps, τk and ∆τk := τk− τk−1 refer to the inverse of the barrier parameter µk and

the increment in τk, and ∆Jk is the difference between the corresponding values of

the objective functional. We have performed two continuation steps on a coarser

grid before proceeding by nested iteration to the next finer grid, and we have used

|∆Jk|< TOL with TOL := 1.0E−07 as a termination criterion for the continuation

process. Fig. 5 displays the optimal design of the barrier and the associated velocity

profiles in the flow mode (fluid flow into the reservoir) and in the stopping mode

(backflow). For further results and a comparison with other continuation methods

and update strategies of the barrier parameter we refer to Antil, Hoppe and Linsen-

mann [2].
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Summary. The purpose of the present work is to review some basic numerical homogenei-

sation techniques for the simulation of multiscale materials and to introduce an error control

strategy at the local level. This error control uses an a posteriori error estimate built on a local

problem coupling different representative volume elements. It introduces a weakly coupled

adjoint problem to be solved say by a direct Schur complement method. Mortar element tech-

niques as introduced in domain decomposition techniques are used to couple in a weak and

cheap form the different representative elements in the error analysis. The strategy is numeri-

cally assessed on a model two dimensional problem.

1 Introduction

In many practical situations, there is a significant separation of scales between the

global macroscopic problem and the local heterogeneities governing the response

of the constitutive materials. Metals, elastomers, construction materials present a

microstructure at micronic or submicronic scales which influence their constitutive

laws. Dynamic contact problems, cable matrix interactions inside composite mate-

rials are similar situations where the physical response of the system occurs at very

small scales (millimiter or less) compared to the overall dimensions of the global

structure. These scales are out of reach by a direct simulation of the global problem,

even when using sophisticated domain decomposition algorithms. Homogeneisation

techniques at large propose a general methodology to handle such situations.

The methodology is quite simple [7, 8, 12, 15]. It is based on the notion of repre-

sentative volume elements (RVE). Each volume element is a microscopic sample of

the system under study. Its size H is very small compared to the macroscopic char-

acteristic length L of the global problem, and very large compared to the size ε of the

heterogeneities L >> H >> ε . Each sample is solved locally at a microscopic scale

taking as boundary conditions uniform displacement data deduced from the point-

wise value of the strain tensor observed at macroscopic scale. Once computed at a

local scale, the averaged answer defines the macroscopic constitutive response of the

material. In such a construction, the ratio between H and ε serves two purposes: a
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large ratio reduces the effect of the artificial boundary conditions to be used on the

RVE [10], and leaves room to include a statistically representative sample of the local

heterogeneities. On the other hand, a smaller ratio reduces the cost of the solution

of the local problems. Hence the idea of developing an a posteriori error estimate

strategy to assess the choices of the sample size H and of the artificial boundary

conditions used at local scale.

The purpose of the present work is therefore to review some basic numerical

homogeneisation techniques for the simulation of nonlinear viscoelastic multiscale

materials and to introduce a domain decomposition based error control strategy for

the local problems. A model mechanical problem is introduced in Section 2. Numeri-

cal homogeneisation is reviewed in Section 3. Section 4 is devoted to the introduction

of an a posteriori error estimate built on a reference extended local problem coupling

different representative volume elements. This introduces a weakly coupled adjoint

problem to be transformed into a small interface problem to be solved say by a di-

rect Schur complement method. Mortar element techniques are used at this level to

weakly couple the different representative elements in the error analysis. The strategy

is assessed on a two dimensional problem in Section 5.

2 Mechanical Problem

Let us consider the quasi static evolution of a given macroscopic solid or structure

which occupies the domain Ω at rest, which is fixed on a part ∂Ωξ of its boundary,

and which is subjected to a known distribution F of specific loads and T of sur-

face loads. The problem to solve combines the balance of momentum in reference

configuration, a time dependent viscoelastic constitutive law and a time differential

equation describing the evolution of the internal variables εe
τ
, each material relax-

ation time τ corresponding to one specific internal variable εe
τ
. After time discretisa-

tion, say by a uniformly stable time implicit Euler scheme, this problem reduces to a

sequence of equilibrium problems to be solved at different times tn+1:

Find x− xd ∈ V and εe
τ

solution of

∫

Ω
σ :

∂Û

∂Y

t

dΩ =
∫

Ω
ρF(X) ·Û dΩ +

∫

∂ΩT

T (X) ·Û da ∀Û ∈ V, (1)

ε =
1

2

(
∂ (x−X)

∂X
+

∂ (x−X)

∂X

t)
, (2)

σ = ρ
∂ψ∞

∂ε
(ε)+∑

τ

σ̄
τ
, σ̄

τ
= ρ

∂ψτ

∂εe
τ

(εe

τ
), (3)

εe

τ
= εe

τ
n + ε− εn−∆ tφ−1

τ
(σ̄

τ
) ∀τ. (4)

In the above expression, V denotes the space of kinematically admissible test func-

tions, ψ∞ and ψτ are given free energy potentials characterizing the reversible parts

of the stresses, φ−1

τ
is a given dissipation function, εn and εe

τ
n are the strain and
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internal variables values at previous time step. After elimination of the viscoelastic

stress σ̄
τ

and linearisation, this problem reduces to a standard elasticity problem

∫

Ω

1

2

(
∂δx

∂X
+

∂δx

∂X

t)
: C :

∂Û

∂X

t

dΩ = R(Û) ∀Û ∈ V

with branch averaged elasticity tensor

C = ρ
∂ 2ψ∞

∂ε2
+∑

τ

(
1

ρ

(∂ 2ψτ

∂εe
τ

2

)−1

+∆ t
∂φ−1

τ

∂ σ̄
τ

)−1

.

3 Numerical Homogeneisation

In the original problem, the Cauchy stress σ oscillate rapidly in space at scale ε
because the coefficients inside the free energy do so. In theory, one would need

to solve this problem at the space scale ε over the whole domain Ω of size L,

which is completely out of reach. To overcome this problem, homogeneisation tech-

niques introduce an averaging scale H with L >> H >> ε and construct around

each macroscopic point X one sample or a collection of samples ΩH(X) of the

material, of size H. Space averages on the local RVE (Representative Volume El-

ements) ΩH(X) with respect to the local space variable Y ∈ ΩH(X) will be denoted

by 〈 f 〉ΩH (X) := 1
|ΩH (X)|

∫
ΩH (X) f (Y )dΩH . Using smooth test functions Û such that

∂Û
∂X
≈ 〈 ∂Û

∂Y
〉ΩH (X), the power devoloped by the internal forces in the virtual motion Û

can be reduced to

∫

Ω
σ :

∂Û

∂X

t

dΩ ≈
∫

Ω
〈σ〉ΩH (X) :

∂Û

∂X

t

dΩ .

Compared to the original expression, we may assume that the variations in space

of the average tensor 〈σ〉ΩH (X) will be very slow, meaning that the second integral

can be approximated at macroscopic level by a Gaussian integration rule with few

integration points XG. As explained in [5], the challenge is to identify the averaged

stress 〈σ〉ΩH (X) at each macroscopic point X . The stress tensor must summarize the

local heterogeneous constitutive response of the material as function of the strain

field inherited from the macroscopic displacement field. The idea [7, 8, 11] is then to

solve the original problem on each local domains ΩH with imposed strain average

lim
Y→∂ΩH (X)

x(Y )−Y −〈ε〉ΩH (XG) ·Y = 0, (5)

using Dirichlet or periodic boundary conditions to impose this macroscopic strain

field. The choice of boundary conditions does not affect the asymptotic limit of the

solution as H/ε→∞, but may affect the size of the error for bounded ratios H/ε [10].

In that respect, periodic boundary conditions are usually found to be less intrusive.

The local problem defines a H homogeneized constitutive law
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〈σ〉(〈ε〉ΩH (X)) =

〈
ρ

∂ψ∞

∂ε
(ε

Y
)+∑

τ

ρ
∂ψτ

∂εe
τ

(εe

τ
)

〉

ΩH (X)

(6)

which may directly be used in a continuous writing of the problem on the whole do-

main Ω . This leads to a regularized macroscopic problem with unknown x, which

hopefully is the right limit of our original problem when the size of the hetero-

geneities go to zero and which writes

∫

Ω
〈σ〉(〈ε(x)〉ΩH (X)) :

∂Û

∂X

t

dΩ =

∫

Ω
ρF(X) ·Û dΩ +

∫

∂ΩT

T (X) ·Û da ∀Û ∈ V. (7)

The two scales homogeneized formulation of our original problem is obtained by

simultaneously writing the global equilibrium problem (7) and the local evolution

problems. The downscale coupling comes from the boundary condition (5) used in

the local problem which is function of the global solution. The upscale coupling

occurs through the averaged constitutive law (6).

We could see in the above numerical homogeneisation a nonlinear domain de-

composition technique, with representative volume elements playing the roles of

subdomains, and where the restriction and extension operators would be simple av-

erages of strains and stresses respectively. One could also view the global problem as

the reduction of the problem to a coarse space built with functions whose restriction

on each representative element is linear. The difference is that the decomposition of

the original problem as done in the numerical homogeneisation technique does not

really build an additive decomposition of our original multiscale problems because

of the simplified nonconforming boundary conditions applied to the small scale solu-

tions and because the local domains do not necessarily build a complete partition of

the full global domain. Therefore, homogeneisation techniques are inexact in nature,

and can only be approximation of the real solutions at the limit of large ratios H/ε
and L/H.

4 Error Control

4.1 Motivation and Reference Local Solution

The above methodology is very general. It is arbitrary with respect to the choice of

the ratio between the size H of the representative volume element ΩH and the size

ε of the heterogeneities, the choice of the boundary conditions to be imposed on the

local problem to be solved on each RVE and the construction of the local geometry

and material coefficients inside the RVE.

The theoretical answer is to use as large RVE as possible, the theory proving

the asymptotic convergence of the method at the limit H/ε → ∞ [1]. But such a

methodology has a cost, which is the solution of the local problems on the different
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domains ΩmH . Since calculating over large RVE is costly, compromises must be

found using smaller samples and improved boundary conditions. The validity of the

resulting approach must then be checked by a posteriori error estimates [16].
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Fig. 1. The reference geometry at local scale, and its decomposition into subcells.

Error estimates must first define a local reference problem. For this purpose, we

assume that we can specify a local reference problem at a sufficiently large scale

H̄ = NH, with geometry Ω H̄ , imposed macroscopic strain, and an adequate choice

of boundary conditions (typically periodic boundary conditions in space). This ref-

erence geometry is partitioned into subcells (Fig. 1)

Ω H̄ = ∪N3

K=1 Ω kH ,

on which we can introduce a hierarchy of local numerical solutions. The coarsest is

the solution of the local problem on a single subcell Ω 0H with imposed averaged

strain. The second level solves the local problem on each subcell Ω kH ,∀k = 1,N3,

with say periodic boundary conditions. This constructs a two scale local solution

(xH ,σ
H
) by juxtaposition of the local fields xH |ΩkH

= xkH , σ
H
|ΩkH

= σ
kH

and an

empirical stress average (and associated variance)

〈σ(ε)〉= 1

N3 ∑
k

〈σ(ε)〉ΩkH
.

The third level would be to compute the full solution (x,σ) of the nonlinear problem

on the large local domain Ω H̄ .

The problem is then to estimate the distance (δx,δσ) between the two scales lo-

cal solution (xH ,σ
H
) and the full local solution (x,σ)ΩH̄

without computing the full

solution. Since the proposed two scales solution may be discontinuous across inter-

domain boundaries, we must first propose a framework which handles discontinuous
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fields. This can be achieved by using mortar techniques as in [3, 14] which intro-

duce a finite element notion of weak continuity by constructing local interface finite

elements Mkl = Mlk on each interface ∂ΩkH ∩ ∂ΩlH between neighboring subdo-

mains ΩkH and ∂ΩlH and by weakly imposing the interface continuity requirement

in Mkl . In this framework, the full local problem reduces to the following sequence

of coupled problems:

Find the displacement (xk)k ∈ΠkVkH and the interface tractions (λ kl)kl ∈ΠklMkl

such that

∫

ΩkH

(
ρ

∂ψ∞

∂ε
(ε

Y
)+∑

τ

ρ
∂ψτ

∂εe
τ

(εe

τ
(Y ))

)
:

∂Û

∂Y

t

dΩH

+∑
l

∫

∂ΩkH∩∂ΩlH

λ kl ·Û da = 0 ∀Û ∈ VkH , ∀k,
(8)

ε
Y
(Y ) =

1

2

(
∂ (xk−Y )

∂Y
+

∂ (xk−Y )

∂Y

t)
(Y ), (9)

εe

τ
= εe

τ
n + ε

Y
− εn

Y
−∆ tφ−1

τ

(
ρ

∂ψτ

∂εe
τ

(εe

τ
)

)
, (10)

∫

∂ΩkH∩∂ΩlH

µ
kl
· (xl− xk)da = 0 ∀µ

kl
∈Mkl , ∀k < l, (11)

λ kl +λ lk = 0 ∀k < l. (12)

In such formulations, the choice of the interface spaces Mkl cannot be completely

arbitrary. The initial formulation of [2, 3] uses finite element displacements of de-

gree q without stabilization, and continuous Lagrange multipliers of degree q. Lim-

ited modifications of the Lagrange multipliers are necessary on the boundaries of

the interfaces. Alternatively, as shown in [13] for second order approximations of

the displacements (q ≥ 2), the formulation of [2, 3] can be used with continuous

Lagrange multipliers of degree q− 1. In order to make the mortar weak continuity

constraint diagonal, one can also adopt the dual Lagrange multipliers of Wohlmuth

[14]. A last choice advocated in [9] uses finite element displacements of degree q

with proper stabilization (bubble additions) together with discontinuous Lagrange

multipliers of degree q−1 as first developed for three-field matching formulations in

[4]. All these choice guarantee an optimal order of convergence between the solution

of the above discrete coupled problem and the continuous one [9, 14]. But here we

are only interested in error estimates. Thus, for estimating the error, we can use very

simple Lagrange multipliers as initially proposed in [6], namely simple polynomials

globally defined on each interface and of low order p (typically 4≤ p≤ 10).

4.2 Adjoint Equation

The question is now to estimate the distance between the two scales local solution

(xH ,σ
H
) and the reference solution of the mixed variational system (8-12) without

solving the latter system. A first information on the error is given by the residual
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observed in the formulation (8-12) when plugging our two scales solution. This is

useful, but is hard to relate to a meaningful norm. A better strategy would be to solve

the variational problem defining the error but its solution is out of reach because it

couples all local subdomains together. A compromise must be found. Here, we are

only interested in the local averages of the components of the Cauchy stress tensor

Q =
∫

ΩH

σ : ei⊗ e j dΩH ,

∂Qk

∂x
(xH) ·Û =

∫

ΩkH

ei⊗ e j :

(
C

Y

:
1

2

(∂Û

∂Y
+

∂Û

∂Y

t))
dΩH .

To estimate the accuracy of Q(x) as predicted by the two scales local solution, one

only needs to obtain an approximate solution of the adjoint equation defined on the

collection of subdomains by:

Find the adjoint state xa and the adjoint interface tractions λ a such that

∫

ΩkH

(
C

Y

:
1

2

(∂xa

∂X
+

∂xa

∂X

t))
:

∂Û

∂X

t

dΩH +∑
l

∫

∂ΩkH∩∂ΩlH

λ a
kl ·Û da

=
∂Q

∂x
(xH) ·Û ∀Û ∈ VkH , ∀k,

(13)

∫

∂ΩkH∩∂ΩlH

µ
kl
· (xa

l − xa
k)da = 0 ∀µ

kl
∈Mkl , ∀k < l, (14)

λ a
kl +λ a

lk = 0 ∀k < l. (15)

4.3 Explicit a Posteriori Error Estimate

The adjoint state then allows a direct access to the error on Q(x). Indeed, writing the

adjoint problem (13)–(14) using as test functions (Û ,µ) the solution (δx,λ ) of the

linearized error problem yields

∂Q

∂x
(xH) ·δx = ∑

k

∫

ΩkH

(
C

Y

:
1

2

(∂xa

∂X
+

∂xa

∂X

t))
:

∂δx

∂X

t

dΩH

+ ∑
k<l

∫

∂ΩkH∩∂ΩlH

λ a
kl · (δxl−δxk)da.

Using the symmetry of the elasticity tensor, the continuity of the exact solution, the

linearized error equations, and using the weak interface continuity of the adjoint state

reduce the above expression to the explicit error estimate

∂Q

∂x
(xH) ·δx = ∑

k

∫

ΩkH

(
C

Y

: δε
)

:
∂xa

∂X

t

dΩH

−∑
k<l

∫

∂ΩkH∩∂ΩlH

λ a
kl · (xlH − xkH)da

=−∑
k

∫

ΩkH

σ
H

:
∂xa

∂X

t

dΩH −∑
k<l

∫

∂ΩkH∩∂ΩlH

λ a
kl · (xlH − xkH)da.
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4.4 Numerical Solution of the Adjoint Problem

.

For solution purposes, the adjoint problem can be rewritten as a Schur comple-

ment problem set on the interface with unknown X̄a = (Trklx
a)kl ∈ Πk<lM

′
kl . By

introducing the local trace

Trk =




...

Trkl

...


 and restriction RkX̄ =




...

X̄kl

...


 ,

we can immediately rewrite the adjoint problem as the algebraic system

(
∑
k

Rt
k

(
0 I
)(Kk TrT

k

Trk 0

)−1(
0

I

)
Rk

)
X̄a =

−∑
k

Rt
k

(
0 I
)(Kk TrT

k

Trk 0

)−1
(

∂Qk

∂x
(xH)

0

)
. (16)

This symmetric reduced system is of smalll dimension when one uses low order

interface mortars. It can be solved by a direct solver in X̄a. It can also be solved by a

few iterations of a domain decomposition algorithm.

5 Numerical Results

The proposed strategy has been tested on a simple two dimensional situation in

anisotropic elasticity. The reference local problem uses a periodic geometry at scale

H̄ made of nx×ny = 30 unit subcells of size lx× ly with a non periodic variation of

the stiffness coefficients as represented in Fig. 2. In crystal coordinates, the stiffness

coefficients C1111, C1122 and C1212 have a space periodic distribution at the subcell

level

Ci jkl = C0
i jkl ∗

(
1.1+ sin

(2πx

lx

))
∗
(

1.1+ sin
(2πy

ly

))

with C0
1111 = 3000Gpa,C0

1122 = 100Gpa,C0
1212 = 200Gpa and the crystal direction

has a non periodic space variation with a local angle given by

θ =
1

4

(
2πx

nx lx
+

2πy

ny ly

)
.

The global sample (the local geometry built with the 30 subcells) is subjected at

infinity to a uniform shear deformation of one percent. A solution computed for the

whole local sample cell yields a non periodic shear stress distribution as represented

on Fig. 2, with a shear localisation in the weak parts of the sample.
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Fig. 2. (Left) Representation of the space variation of the stiffness coefficient Cxxxx. The ratio

between the minimal and the maximal values is 400. (Right) Representation of the shear stress

when computed globally on the full sample.

The two scales solution xH computed independently on each subcell using peri-

odic boundary conditions is represented on Fig. 3. Observe the displacement jumps

at the interface in this local construction. The averaged shear stress obtained by this

two scales local approach differs from the exact one by 50.6MPa. The solution of the

dual problem is then obtained using polynomial Lagrange multipliers of order 4. In

this simple case, the error on the average shear as predicted from the dual solution is

equal to 50.3MPa to be compared to the real error of 50.6MPa. This clearly indicates

the good accuracy of our error estimate.

Fig. 3. Representation of the two scale solution computed subcell by subcell using periodic

boundary conditions. Deformed mesh and displacement field.
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6 Conclusions

In the framework of first order numerical homogeneisation techniques, the present

paper has introduced an a-posteriori error estimate to qualify the choice of the local

representative volume elements to be used in a two scale finite element method.

The error estimate was developed in the framework of nonlinear viscoelastic ma-

terials in small strains but can readily be extended to large strains situations. Its per-

formance was assessed on two dimensional problems. A lot of numerical assessment

is still to be done. Recovering microscopic data, implementing mortars in an indus-

trial framework is challenging. Moreover, the local problems are stochastic in nature.

What is then the best treatment of the random nature of the material heterogeneities

and processes?
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Summary. We aim in this paper to give a unified presentation to some important approaches

in multi-phase flow in porous media within the framework of multiscale methods. Thereafter,

we will present a modern outlook indicating future research directions in this field.

1 Introduction

Understanding flow in porous media is crucial in applications as diverse as petroleum

and geothermal energy recovery, ground water management, waste disposal (includ-

ing CO2) in geological formations, and the production of porous materials. Simulta-

neously, the mathematical and numerical challenges associated with accurate mod-

eling of the strongly non-linear governing equations are profound. Difficulties are

characterized by parameters which are anisotropic and discontinuous on all scales of

observation, while the solutions are nearly discontinuous and globally coupled even

for idealized homogeneous problems.

The equations for porous media flow have an elliptic-hyperbolic structure, where

the pressure is governed by an equation which is nearly elliptic, while the fluid sat-

uration is governed by an equation which is nearly hyperbolic. In applications, the

principle of mass conservation (which is embedded in both equations), is considered

essential. Thus efficient numerical solution techniques are needed which appropri-

ately handle discontinuous coefficients, while honoring mass conservation strictly

(see e.g. [3]).

Standard methods are often unsuitable under these circumstances. In terms of

spatial discretization, either control volume methods or mixed (or discontinuous) fi-

nite element methods are needed to enforce mass conservation in a strong sense [8].

The non-linearities and time dependencies lead to implicit discretizations (in partic-

ular for the pressure step). Finally, many of the challenges encountered by multi-grid

preconditioners in continuum fluid dynamics (see [6]) are present or even enhanced

in porous media (see e.g. [29]). Therefore, domain decomposition preconditioners

have become popular.
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In industrial petroleum recovery applications, it is common that the parameter

field (e.g. permeability), is given at a far higher resolution than what can be resolved

with the available computational resources. This has led to a large focus on upscal-

ing methods, and lately this effort has focused on multiscale methods. Frequently,

these methods show strong resemblance not only to upscaling, but also to domain

decomposition (see e.g. [25]).

We define by “multiscale” in this paper methods which deal with problems de-

fined at a resolution finer than what can be computationally resolved. In reality, this

defines two scales, that of the problem and that of the computational resolution, and

all the methods herein might well be labeled “twoscale”.

We will continue this paper by outlining a framework for classifying various

multiscale methods. Thereafter, we will discuss several methods from literature, and

identify their proper definition as a multiscale method. Our focus will not be on dis-

cussing abstract frameworks, but practical implementations. In particular, we will

discuss how permeability upscaling, relative permeability upscaling, and vertical

equilibrium formulations all can be seen as multiscale methods. We then give an

introduction to state of the art multiscale simulation. Finally, we summarize by giv-

ing examples indicating prospects for future developments.

2 A Framework for Discussing Multiscale Methods

There are several frameworks to discuss multiscale methods in. Some useful ap-

proaches are Volume Averaging [30], Systematic Upscaling [7] and Variational Mul-

tiscale [16]. We will herein use the terminology of the Heterogeneous Multiscale

Method (HMM) [12]. Similarities between these frameworks have been discussed

elsewhere [11].

Following the presentation of HMM [12], we recall that for a problem

f (u,d) = 0, (1)

where u is the unknown and d is data, we can postulate the exitence of a “coarse”

variable uD, which satisfies

F(uD,D) = 0. (2)

We will assume the functional form of F(uD,D) to be known, however the coarse

data D must be estimated from the fine scale model. The coarse and fine scale models

are associated through a compression (also referred to as interpolation) operator uD =
Qu, and some reconstruction (or extrapolation) operator RuD. Note that while we

require QR = I, the reverse does not in general hold.

Of particular interest to the remaing discussion is the finite element formulation

of HMM (HMFEM), which consideres minimization problems on the form: Denote

by u an element which minimizes

min
v∈V

A(v)−B(v) (3)



Multiscale Methods for Porous Media 41

for non-linear and linear forms A and B, respectively.

Consider the minimization problem given in Equation (3), and assume it has a

unique solution. By introducing a compression operator Q : V → VD, where VD is

some coarse scale solution domain, we have the minimization problem equivalent

to (3):

min
vD∈VD

min
v:Qv=vD

A(v)−B(v). (4)

We restrict the choice of compression operators under consideration such that also

(4) has a unique solution. We note that an ’exact’ reconstruction operator with respect

to the minimization problem can be defined from (4): ReuD solves

min
v:Qv=uD

A(v)−B(v). (5)

We now have the exact coarse scale HMFEM minimization problem

min
vD∈VD

A(RevD)−B(RevD). (6)

For practical purposes, calulating Re is excessively expensive, and an approxi-

mation is introduced; R̃≈ Re. It is usually advocated (see e.g. [12]) that since uD is

a macro-scale function, it should vary smoothly, thus it is sufficient to evaluate the

integrals appearing in the variational formulation at quadrature points. This allows

for great flexibility in localization strategies for approximating R̃.

3 A Model Problem for Multiphase Flow

The model equation for multiphase flow in porous media is the standard extension of

Darcy’s law to two phases α = {0,1} (see e.g. [5, 8, 19, 22]):

uα =−Kλα(∇p−ρα g). (7)

Here uα is the volumetric flux with units [L/T] , K is the intrinsic permeability of the

medium [L2], λα = λα(sα) is the phase mobility as a function of the phase saturation

sα [TLM−1], p is pressure [ML−1T−2], ρα = ρα(p) is phase density [ML3], and

finally g is the gravitational vector [LT−2], positive downwards. We have neglected

the difference between phase pressures, which is a common assumption at reservoir

scales [19].

The equations for flow satisfy conservation of mass for each phase

φ∂t(ρα sα) = ∇ · (ρα uα) = bα , (8)

where φ denotes the void fraction (porosity) [L0], which is kept constant is time, but

is allowed to vary in space, while bα represents source and sink terms [ML−3T−1].

We close the system by requiring that no more than two phases are present,

s0 + s1 = 1, (9)
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and assigning constitutive relationships:

K = K(x), φ = φ(x), λα = λα(sα). (10)

Note that we will frequently use the shorthand s = s0 and s = 1−s1 in the derivations.

In this work we will neglect compressibility.

The key difficulties in (7) and (8) lie firstly in the pronounced heterogeneity in

the permeability, which may be discontinuous and contain long-range correlations.

Further, the solution may contain shocks due to the non-linear relative permebility

functions.

A total pressure - fractional flow formulation is often used for (7)–(10) as this

formulation allows for the application of a splitting to exploit the (relatively) weak

time dependence of pressure [8]. We obtain a total pressure equation by eliminating

∂ts from (8):

∇ ·uT = bT (11)

uT = −KλT (∇p−ρT g). (12)

Equations (11) and (12) are written in two parts to retain the physical fluxes explic-

itly. This is important to get the mass conservation equation discretized correctly.

The flux, source, mobility and density are defined as:

bT = ∑
α

bα ρ−1
α , uT = ∑

α

uα , (13)

λT = ∑
α

λα , ρT = λ−1
T ∑

α

λα ρα .

The individual phase fluxes can be recovered from uT ;

uα = λα λ−1
T uT +λα λβ λ−1

T K(ρα −ρβ )g, (14)

where β = 1−α . Equations (11)–(14) together with either of (8) form an equivalent

system of equations to (7)–(10).

4 Some Upscaling Methods

In this section, we will investigate upscaling methods aimed at the two main dif-

ficulties outlined in our model multiphase flow equations: The heterogeity of the

permeability data and the heterogeneity of the saturation solution.

4.1 Permeability Upscaling

Upscaling of permeability by itself is essentially a single phase problem. As such,

it is analogous to many other problems in the physical sciences, including most fa-

mously heat conduction. Many strategies are applicable to this problem, particularly
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in the case where scale separation exists. We will herein consider a form of numeri-

cal homogenization popular in the porous media community. We recognize that per-

meability upscaling has previously been discussed within the framework of HMM

[2, 12], however the approach taken here is different.

Typically, in porous media, every coarse grid block is assigned a permeabil-

ity, based on fine scale flow properties. Depending on the level of complexity of

the coarse scale numerical solver, this permeability is either isotropic, anisotropic

aligned with the grid, or generally anisotropic.

The coarse block permeability is calculated by solving some fine scale problem.

The appropriate boundary conditions for this problem can be a cause of debate, but

for the sake of the argument, we follow [5] and use a linear potential (we need not

consider gravity when upscaling absolute permeability). The coarse permeability is

then calculated by postulating the existence of a coarse scale Darcy law for the grid

block

〈u〉=−KD

µ
〈∇p〉. (15)

Here < u > is the mean of the calculated velocity, and < ∇p > is (by Green’s the-

orem) a function of the boundary conditions. By varying the boundary conditions,

one can infer the coarse scale permeability KD.

We will avoid a lengthier discussion of upscaling methods for absolute perme-

ability, and consider how the approach taken above can be seen as within the frame-

work of the HMM.

Consider the following choice of discrete coarse scale variables: a potential vec-

tor pD and coarse permeability vector (or tensor) KD. We assume that the coarse scale

equations are some appropriate discretization of the elliptic equation on the coarse

scale grid, e.g. F(pD,KD) = 0. We define the compression for coarse cell Ωi as

pD,i = Qp =
1

L

∫

Ωi

pds,

where L is the arc length of the integral.

The constrained variational form of (5) for the fine scale HMM problem can then

be written [24]: Find p′ s.t. pD = Qp′ and

(K∇p′,∇q′) = 0 ∀ q′ s.t. 0 = Qq′. (16)

The data KD is then obtained from (15), subject to the additional constraint that the

anisotropy directions are known (e.g. aligned with the flow or the grid).

We see now that the classical permeability upscaling approach can be seen as

a localization of the global fine scale problem in the HMM. Indeed, if we use a

piecewise linear potential to impose pD = Qp′, and solve (16) separately on each

subdomain, we obtain exactly the numerical upscaling approach described earlier.

We emphasize that the intuitive, or one might say engineering, approach to up-

scaling permeability can thus be shown to be related to a multiscale modeling frame-

work. However, this relationship comes at a considerable cost: We have assumed

the existence of an equivalent homogeneous coarse scale permeability KD; defined
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a highly specialized compression operator; and subsequently made a very crude ap-

proximation to what is the known “true” fine scale problem. Indeed, we would en-

courage interpreting this section not in support of classical permeability upscaling,

but rather as a critique pointing out the expected weaknesses.

The observations regarding potential problems with permeability upscaling are

not new, and they have previously motivated what is known as transmissibility up-

scaling for finite volume methods (see e.g. [10, 20]). With this approach, the coarse

scale is assumed to satisfy a discrete conservation law of the form

fD =−BpD; −CfD = bD. (17)

Here, fD and bD are the coarse fluxes and sources, while B and C are sparse ma-

trices representing conductivity and mass conservation, respectively. The mass con-

servation matrix C is known, and an upscaling approach is used to determine the

coefficients of B.

We note that from a general perspective, permeability upscaling and transmissiv-

ity upscaling are closely related, and the previous remarks about the relationship to

a HMM framework apply also to transmissibility upscaling. The case of transmis-

sivity upscaling is discussed in more detail in [13]. Our main point of including the

transmissivity upscaling, is to show how the macroscale model may be either dis-

crete a posteriori, as in the case of permeability upscaling, or a priori as in the case

of transmissivity upscaling. Note that the advantage of an a priori discrete model in

this case is that no explicit assumptions are made on a macroscale permeability KD

4.2 Saturation Upscaling

The second challenge of porous media upscaling is the saturation equation. We will

here outline the industry standard perspective.

As with the permeability, we assume the existence of a macroscale extension

of Darcy’s law. This macroscale extension can as in the previous section be either

continuous or discrete; for the sake of the argument we will make assumption that it

is continuous, e.g.:

〈uα〉=−kD,α(sD,α)
KD

µα
〈∇pα〉. (18)

Here sD is the macroscale saturation, while kD is the macroscale relative permeabil-

ity. The compression operator for the macroscale saturation must for mass conserva-

tion reasons be defined simply as the cell average saturation.

Applying a similar approach to the permeability upscaling case, one obtains the

following rather interesting observations: Firstly, the results are highly sensitive to

how one treats the coarse scale potential gradient term [27]. Secondly, the results

are (as expected), influenced by imposed boundary conditions. Finally, and more im-

portantly, we note that in analog to permeability upscaling where we saw induced

anisotropy at the coarse scale (even without anisotropy at the fine scale), for satura-

tion upscaling we see a strong history dependence on the coarse scale, even when

none is present at the fine scale.



Multiscale Methods for Porous Media 45

From a HMM perspective, we first observe that for the hyperbolic part, these

simple approaches are variants of a Godunov method. This allows us to make a more

natural interpretation of the hysteresis point: While saturation has a unique com-

pression operator, the problem unfortunately has a strong dependence on the degrees

of freedom in the reconstruction operator. Indeed, the problem is that the upscaling

method described above aims at being more accurate than a naive first order Godunov

method, but the price then becomes selective accuracy, depending on the quality of

the reconstruction.

4.3 Vertically Integrated Models

For some porous media applications, such as saltwater intrusion [5] and storage of

CO2 in saline aquifers, vertically integrated models may be applicable [14, 28]. The

features allowing a successful application of such a formulation are the dominance of

horizontal length scales over vertical length scales, combined by gravity segregation

in the systems.

The key concept behind vertically averaged models is to consider equations for

an interface between the two fluids resulting from gravity segregation. By integrating

over the vertical direction, we obtain governing equations for the interface, which are

essentially 2D conservation equations combined by flux functions involving integrals

over the vertical direction;

F =

∫
f dz. (19)

These integrals contain subscale information through the explicit dependence on the

vertical solution structure. To apply this formulation, effective approximations must

be introduced regarding the vertical structure of the pressure field in addition to that

of segregated fluids. Common choices are vertical equilibrium (the Dupuit approxi-

mation), although more complex choices are possible [26].

Let us consider this approach again within the framework of a multiscale method-

ology. The scale assumption is that the vertical scales are short, and the associated

time scale of equilibration are short. To honor mass conservation, the compression

operator taking saturation to interface thickness is vertical integration. A compres-

sion operator for the pressure can be taken as the pressure at the bottom of the domain

(as in the above references). Following the assumption of short equilibration time in

the vertical direction, and reconstruction of initial conditions for a fine scale solver

will lead to a vertically segregated, fluid-static system. We will therefore simply as-

sume that the reconstruction operator is the fluid-static distribution. The combined

operator RQ will be exact for problems where the fine scale indeed is vertically seg-

regated.

It is interesting to note how the Dupuit approximation in the vertically integrated

model appears immediately with the multiscale framework. Also worth noting is how

HMM provides an abstract framework for discussing this approximation beyond the

ususal asymptotic arguments.

We conclude this section by reiterating the purpose of these examples. Through

relating well established concepts to a common framework, we hope to achieve two



46 Jan M. Nordbotten

aims: Firstly, to provide a unified way of considering physical based (as opposed

to strictly numerical) upscaling methods. Secondly, to build support for HMM (or a

similar multiscale design) as a general framework to guide upscaling methods.

5 Multiscale Numerical Methods

In this section, we will expand upon the ideas from the previous section, and discuss

newer methods gaining interest in porous media. In particular we will discuss a class

of numerical methods, which term themselves also multiscale methods, which aim

at creating approximate solutions on a coarse scale, retaining a physically plausible

fine scale structure. The methods discussed here primarily address the pressure equa-

tion, which due to ellipticity is the harder equation, while the saturation equation is

resolved on a fine scale [1, 4, 17, 23]. While these methods have much in common

with domain decomposition [9, 25], they differ in the focus on fast approximations

to the fine scale problem which are physically plausible, rather than the solution to

the fine scale problem itself. We will focus in particular on the so-called variational

multiscale methods, the general ideas are similar between the formulations.

5.1 The Variational Multiscale Method

The Variational MultiScale (VMS) Method is a general approach to solving partial

differential equations [15, 16]. While more specialized in approach than the HMM,

we see in VMS a sharper focus on the nature and structure of the fine scale problems.

When applied in a similar manner, it can be shown that VMS can be considered a

special case of HMM [24].

We therefore consider: Find u ∈U such that

a(u,v) = b(v) ∀ v ∈V. (20)

We take a and b to be bilinear and linear operators, respectively. Although in general

the spaces U and V may be different, we will here use U = V .

Hughes et. al discuss finite element approximations in terms of the following

argument: Let V ′ be defined such that VH ⊕V ′ = V , noting that in general VH and V ′

need not be orthogonal. Then the following coupled problems are equivalent to (20):

Find uH ∈VH and v′ ∈V ′ such that

a(uH ,vH)+a(u′,vH) = b(vH) ∀ vH ∈VH (21)

and

a(uH ,v′)+a(u′,v′) = b(v′) ∀ v′ ∈V ′, (22)

The term a(u′,vH) can be quanitified by representing u′ in terms of a Green’s

function for the original problem constrained to the space V ′ [15]. Thus, we can

write the solution of (22) formally as
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u′ =−G′(b−LuH), (23)

where b−LuH is the residual error of the approximate solution uH to the underlying

PDE:

Lu−b = 0, (24)

and G′ is an integral Green’s transform, where the kernel is simply the Green’s func-

tion in V ′. By combining (22) and (23), we obtain the finite dimensional variational

problem: Find uH ∈VH such that

a(uH +G′(uH),vH) = b(vH)+a(G′(b),vH) ∀ vH ∈VH . (25)

This equation is refered to as a paradigm for multiscale simulation [16].

5.2 A VMS Approach for the Implicit Time-Discretized Pressure Equation

We consider the following coupled partial differential equations, which serve as a

prototype for the pressure equation in porous media flow.

∇ ·u = b in Ω , (26)

u+d(∇p− c) = 0 in Ω , (27)

u ·ν = 0 on ∂Ω . (28)

We consider for simplicity only zero Neumann (no-flow) boundaries. These bound-

ary conditions are prevailing in applications. On variational form, the mixed problem

can be stated as: Find p ∈W and u ∈ V such that

(∇ ·u,w) = (b,w) ∀ w ∈W, (29)

(d−1u,v)− (p,∇ ·v) = (c,v) ∀ v ∈ V. (30)

The permeability is a symmetric and positive definite matrix, justifying the inverse

used in (30). The mixed space V must honor the boundary condition.

Given (29) and (30), we are prepared to introduce our VMS method. Thus, let W

and V be direct sum decompositions W = WH ⊕W ′ and V = VH ⊕V′. Our coarse

scale variational problem is thus: Find pH ∈WH and uH ∈ VH such that

(∇ · (uH +G′u(∇ ·uH ,∇pH +d−1uH)),wH)

= (b+∇ ·G′u(b,c),wH) ∀ wH ∈WH

(31)

and

(d−1(uH +G′u(∇ ·uH ,∇pH +d−1uH),vH)

− (pH +G′p(∇ ·uH ,∇pH +d−1uH),∇ ·vH)

= (c+d−1G′u(b,c),vH)− (G′p(b,c),∇ ·vH) ∀ v ∈ V.

(32)

The integral operators G′p ∈ W ′ and G′u ∈ V′, which we will refer to as Green’s

transforms, are the formal solutions to the following (linear) equations:
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(∇ ·G′u(g, f),w′) = (g,w′) ∀ w′ ∈W ′, (33)

(d−1G′u(g, f),v′)− (G′p(g, f),∇ ·v′) = (f,v′) ∀ v′ ∈ V′. (34)

We note that in (31) and (32), we need the Green’s transforms evaluated for all

members of the spaces WH and VH . Since (33) and (34) are linear, it suffices to

evaluate (or approximate, as the case will be) G′p and G′u for a set of basis functions

for WH and VH , in addition to the right hand side components b and c.

To proceed further, it is necessary to make an appropriate choice of spaces WH ,

VH , W ′ and V′. This will not be elaborated here, alternative choices can be found in

e.g. [4, 18, 21, 23].

6 Conclusions

In this paper we have made an initial attempt at bringing together diverse approaches

to upscaling for multiphase porous media flow problems under the umbrella of multi-

scale methods. The goal has not been to complete a comprehensive survey, but rather

to illustrate how key ideas can be related.

We have considered upscaling, both static and dynamic; vertically integrated for-

mulations; and modern multiscale simulation. While there is still work to be done

before these approaches can be presented seamlessly, we hope that the current expo-

sition will allow the reader to appreciate the subtle similarities.
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Summary. In this paper, we extend the class of plane wave discontinuous Galerkin methods

for the two-dimensional inhomogeneous Helmholtz equation presented in Gittelson, Hiptmair,

and Perugia [2007]. More precisely, we consider the case of numerical fluxes defined in mixed

form, namely, numerical fluxes explicitly defined in terms of both the primal and the flux

variable, instead of the primal variable and its gradient. In our error analysis, we rely heavily on

the approximation results and inverse estimates for plane waves proved in Gittelson, Hiptmair,

and Perugia [2007] and develop a new mixed duality argument.

1 Introduction

The oscillatory behavior of solutions to time harmonic wave problems, along with

numerical dispersion, renders standard finite element methods inefficient already in

medium-frequency regimes. As an alternative, several ways to incorporate informa-

tion from the equation into the discretization spaces have been proposed in the liter-

ature, giving rise to methods based on shape functions which are solutions to either

the primal or the dual problem. The so-called “ultra weak variational formulation”

(UWVF) introduced by Després for the Helmholtz equation in the 1990’s (see [5, 7])

belongs to this class of methods.

The UWVF was inspired by the domain decomposition approach introduced

in [6], where Robin-type transmission conditions were used in order to guaran-

tee well-posedness of the subproblems. The introduction of these impedance in-

terelement traces as unknowns and the use of discontinuous piecewise plane wave

basis functions are the basic ingredients of the UWVF. This method, which was

numerically proved to be effective, has attracted new interest very recently (see,

e.g., [9, 10, 11]).

From a theoretical point of view, the UWVF has been analyzed in [5], where the

convergence of discrete solutions to the impedance trace of the analytical solution

on the domain boundary was proved. On the other hand, numerical results showed

that convergence is achieved not only at the boundary, but in the whole domain. In

the recent papers [3, 8], convergence of the h–version of the UWVF was proved by
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recasting the UWVF in the discontinuous Galerkin (DG) framework: in [3], slightly

suboptimal L2–error estimates were derived for the homogeneous Helmholtz prob-

lem by exploiting a result by [5], while in [8], error estimates in a mesh-dependent

broken H1–norm, as well as in the L2–norm, for the inhomogeneous Helmholtz prob-

lem were proved based on duality techniques. All these estimates require a minimal

resolution of the mesh to resolve the wavelength which shows that the plane wave

discontinuous Galerkin (PWDG) method is not free from the pollution effect (see,

e.g., [2, 12]).

In order to get the stability properties necessary to develop the theoretical anal-

ysis in [8], the numerical fluxes had to be defined in a slightly different way with

respect to the original UWVF, introducing mesh and wave number dependent pa-

rameters.

In this paper, we extend the class of PWDG methods for the two-dimensional in-

homogeneous Helmholtz equation presented in [8] by allowing for numerical fluxes

defined in mixed form, namely, numerical fluxes explicitly defined in terms of both

the primal and the flux variable, instead of the primal variable and its gradient. For

these mixed PWDG methods, we essentially prove the same results as in [8] for the

primal PWDG methods, by exploiting the approximation results and inverse esti-

mates for plane waves proved in [8], and by developing a new mixed duality argu-

ment.

2 Mixed Discontinuous Galerkin Approach

Consider the following model boundary value problem for the Helmholtz equation:

−∆u−ω2u = f in Ω ,

∇u ·n+ iω u = g on ∂Ω .
(1)

Here, Ω is a bounded polygonal/polyhedral Lipschitz domain in Rd , d = 2,3, and

ω > 0 denotes a fixed wave number (the corresponding wavelength is λ = 2π/ω).

The right hand side f is a source term in H−1(Ω), n is the outer normal unit vector to

∂Ω , and i is the imaginary unit. Inhomogeneous first order absorbing boundary con-

ditions in the form of impedance boundary conditions are used in (1), with boundary

data g ∈ H−1/2(∂Ω).
Denoting by (·, ·) the standard complex L2(Ω)–inner product, namely, (u,v) =∫

Ω uvdV , the variational formulation of (1) reads as follows: find u ∈ H1(Ω) such

that, for all v ∈ H1(Ω),

(∇u,∇v)−ω2(u,v)+ iω
∫

∂Ω
uvdS = ( f ,v)+

∫

∂Ω
gvdS . (2)

Existence and uniqueness of solutions of (2) is well establish, see, e.g., [13, sec. 8.1].

Introduce the auxiliary variable σ := ∇u/iω and write problem (1) as a first order

system:
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iω σ = ∇u in Ω ,

iω u−∇ ·σ =
1

iω
f in Ω ,

iωσ ·n+ iω u = g on ∂Ω .

(3)

Now, introduce a partition Th of Ω into subdomains K, and proceed as in [4]. By

multiplying the first and second equations of (3) by smooth test functions τ and v,

respectively, and integrating by parts on each K, we obtain
∫

K
iω σ · τ dV +

∫

K
u∇ · τ dV −

∫

∂K
uτ ·ndS = 0 ∀τ ∈H(div;K)

∫

K
iω uvdV +

∫

K
σ ·∇vdV −

∫

∂K
σ ·nvdS =

1

iω

∫

K
f vdV ∀v ∈ H1(K) .

(4)

Introduce discontinuous discrete function spaces Σh and Vh; replace σ ,τ by σh,τh ∈
Σh and u,v by uh,vh ∈ Vh. Then, approximate the traces of u and σ across interele-
ment boundaries by the so-called numerical fluxes denoted by ûh and σ̂h, respectively
(see, e.g., [1] for details) and obtain

∫

K
iω σh · τh dV +

∫

K
uh ∇ · τh dV −

∫

∂K
ûh τh ·ndS = 0 ∀τh ∈ Σh(K)

∫

K
iω uh vh dV +

∫

K
σh ·∇vh dV −

∫

∂K
σ̂h ·nvh dS =

1

iω

∫

K
f vh dV ∀vh ∈Vh(K) .

(5)

At this point, in order to complete the definition of classical DG methods, one “sim-

ply” needs to choose the numerical fluxes ûh and σ̂h (notice that only the normal

component of σ̂h is needed).

In order to define the numerical fluxes, we first introduce the following standard

notation (see, e.g., [1]): let uh and σh be a piecewise smooth function and vector field

on Th, respectively. On ∂K−∩∂K+, we define

the averages: {{uh}} := 1
2
(u+

h +u−h ), {{σh}} := 1
2
(σ+

h +σ−h ) ,

the jumps: [[uh]]N := u+
h n+ +u−h n−, [[σh]]N := σ+

h ·n+ +σ−h ·n− .

Taking a cue from [4], we can now introduce the mixed numerical fluxes: on ∂K−∩
∂K+ ⊂ FI

h , we define

σ̂h = {{σh}}−α [[uh]]N− γ [[σh]]N ,

ûh = {{uh}}+ γ · [[uh]]N−β [[σh]]N ,
(6)

and on ∂K∩∂Ω ⊂ FB
h , we define

σ̂h = σh− (1−δ )

(
σh +uh n− 1

iω
gn

)
,

ûh = uh−δ

(
σh ·n+uh−

1

iω
g

)
.

(7)

These numerical fluxes are consistent and therefore the corresponding method is

consistent. Moreover, adjoint consistency is guaranteed, due to symmetry; see [1].
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We will assume

α = a/ωh , β = bωh , γ = 0 , δ = dωh , (8)

with functions a > 0 on FI
h , b≥ 0 on FI

h and d on FB
h , all bounded from above (and

below in the case of a) independent of the mesh size and ω . Moreover, the choice

of d on FB
h must ensure that 0 ≤ δ ≤ 1. A further assumption on d will be stated in

Sect. 3.

Remark 1. Whenever β = 0, it is possible to eliminate the auxiliary variable σh from

the final system and write the mixed DG methods in primal formulation. On the other

hand, also in these cases, the PWDG methods defined in the next section differs from

the PWDG methods presented in [8] because the fluxes there were defined using

∇huh instead of σh in (6)–(7).

3 Convergence Analysis of the Mixed PWDG Method

We restrict ourselves to the two-dimensional case and assume that Ω is a convex

polygon and that Th is a triangular mesh with possible hanging nodes satisfying the

shape regularity assumption.

We carry our our analysis of the mixed DG method (5) with numerical fluxes

defined by (6) and (7), with parameters satisfying (8). In addition, we opt for a Tr-

efftz type DG method: the local test and trial spaces will be spanned by plane wave

functions and their gradients, which belong to the kernel of the Helmholtz operator.

In particular, writing

PW
p

ω (R2) =
{

v ∈C∞(R2) : v(x) =
p

∑
j=1

α j exp(iωd j · x), α j ∈ C
}

, (9)

with even spaced directions

d j =

(
cos( 2π

p
( j−1))

sin( 2π
p

( j−1))

)
, j = 1, . . . , p , (10)

we set

Vh = {v ∈ L2(Ω) : v|K ∈ PW
p

ω (R2) ∀K ∈ Th} , Σh = V 2
h ; (11)

notice that ∇Vh ⊆ Σh and ∇ ·Σh ⊆Vh.

Let V ⊆ H2(Ω) be the space containing all possible solutions u to (1) and Σ =
∇V , and denote by Q the product space Q = Σ ×V ; we set

p :=

[
σ
u

]
.

Similarly, we define Qh := Σh×Vh and denote by ph and qh the vectors containing

the discrete solution to (5) and the generic test function in Qh, namely,
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ph :=

[
σh

uh

]
, qh :=

[
τh

vh

]
.

We define the following seminorm and norms in Q+Qh:

|q|2DG = ω2‖τ‖2
0,Ω +ω ‖β 1/2[[τ]]N‖2

0,FI
h

+ω ‖α1/2[[v]]N‖2
0,FI

h

+ω ‖δ 1/2τ ·n‖2
0,FB

h

+ω ‖(1−δ )1/2v‖2
0,FB

h

,

‖q‖2
DG = |q|2DG +ω2‖v‖2

0,Ω ,

‖q‖2
DG+ = ‖q‖2

DG +ω ‖β−1/2{{v}}‖2
0,FI

h

+ω ‖α−1/2{{τ}}‖2
0,FI

h

+ω‖δ−1/2v‖2
0,FB

h

.

Multiply the first and second equations in (5) by −iω and by iω , respectively,

and add over all K ∈ Th, integrating the second term in the second equation by parts.

Then, add the conjugate of the first equation to the second equation. Finally, replace

ûh and σ̂h with the numerical fluxes according to (6) and (7), and write the mixed

PWDG method as follows: find ph ∈Qh such that, for all qh ∈Qh,

Ah(ph,qh)−ω2(uh,vh) = ( f ,vh)−
∫

FB
h

δ τh ·ng+

∫

FB
h

(1−δ )gvh. (12)

Here, Ah(·, ·) is the DG-bilinear form on (Q+Qh)× (Q+Qh) defined by

Ah(p,q) = ω2(τ,σ)+ iω
∫

FI
h

β [[τ]]N [[σ ]]N + iω
∫

FB
h

δ τ ·nσ ·n

+ iω(∇h · τ,u)− iω
∫

FI
h

[[τ]]N{{u}}− iω
∫

FB
h

(1−δ )τ ·nu

− iω(∇h ·σ ,v)+ iω
∫

FI
h

[[σ ]]N{{v}}+ iω
∫

FB
h

(1−δ )σ ·nv

+ iω
∫

FI
h

α [[u]]N · [[v]]N + iω
∫

FB
h

(1−δ )uv.

Notice that

|Ah(qh,qh)| ≥
1√
2
|qh|2DG ∀qh ∈Qh. (13)

Moreover, the PWDG method (12) is consistent by construction, and thus

Ah(ph,qh) = Ah(p,qh)−ω2(u−uh,vh) ∀qh ∈Qh. (14)

We develop the theoretical analysis of the method (12) by using Schatz’ argument

(see [14]). We start by stating the following abstract estimate.

Proposition 1. Assume 0 < δ < 1/2. Denoting by Πh the L2–projection onto Qh, we

have

‖p−ph‖DG ≤Cabs‖p−Πhp‖DG+ +(
√

2+1) sup
0 6=wh∈Vh

ω |(u−uh,wh)|
‖wh‖0,Ω

,

where Cabs > 0 is a constant independent of ω and of the mesh size.



56 Ralf Hiptmair and Ilaria Perugia

Proof. By the triangle inequality, for all qh ∈Qh, it holds

‖p−ph‖DG ≤ ‖p−qh‖DG +‖qh−ph‖DG.

From the definition of the DG–norm, (13) and (14), we get

‖qh−ph‖2
DG = |qh−ph|2DG +ω2‖vh−uh‖2

0,Ω

≤
√

2 |Ah(qh−ph,qh−ph)|+ω2(vh−uh,vh−uh)

≤
√

2 |Ah(qh−p,qh−ph)|+
√

2ω2|(u−uh,vh−uh)|
+ω2|(vh−u,vh−uh)|+ω2|(u−uh,vh−uh)|

=
√

2 |Ah(qh−p,qh−ph)|+ω2|(vh−u,vh−uh)|
+(
√

2+1)ω2|(u−uh,vh−uh)|.

Now, select qh = Πhp, i.e., τh = ΠΣh
σ and vh = ΠVh

u, with ΠΣh
and ΠVh

denoting the

L2–projections onto Σh and Vh, respectively. Since, as consequence of ∇ ·Σh ⊆Vh,

(τh−σh,ΠΣh
σ −σ) = 0 ,(

∇h · (τh−σh),ΠVh
u−u

)
= 0 ,

and, integrating by parts and using
(
ΠΣh

σ −σ ,∇h(vh−uh)
)

= 0,

(∇h · (ΠΣh
σ −σ),vh−uh) =

∫

FI
h

{{ΠΣh
σ −σ}} · [[vh−uh]]N

+
∫

FI
h

[[ΠΣh
σ −σ ]]N{{vh−uh}}

+
∫

FB
h

(ΠΣh
σ −σ) ·n(vh−uh) ,

we immediately have

|Ah(qh−p,qh−ph)| ≤C‖p−Πhp‖DG+‖qh−ph‖DG ,

where C > 0 is a constant independent of ω and of the mesh size (also independent

of α and β ; yet it may depend on δ ). Moreover,

(vh−u,vh−uh) = (ΠVh
u−u,vh−uh) = 0.

Therefore,

‖p−ph‖DG ≤ (C +1)‖p−Πhp‖DG+ +(
√

2+1)ω2 |(u−uh,vh−uh)|
‖p−ph‖DG

≤ (C +1)‖p−Πhp‖DG+ +(
√

2+1)ω2 |(u−uh,vh−uh)|
ω ‖vh−uh‖0,Ω

,

from which the result follows.
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We bound the term sup
0 6=wh∈Vh

ω |(u−uh,wh)|
‖wh‖0,Ω

in the estimate of Proposition (1) by

a duality argument. To this end, we assume 0 < δ < 1/2.

We will make use of the following theorem proved in [13]. Its original statement

makes use of the following weighted norm on H1(Ω):

‖v‖2
1,ω,Ω = |v|21,Ω +ω2‖v‖2

0,Ω . (15)

Theorem 1. [13, Propostion 8.1.4] Let Ω be a bounded convex domain (or smooth

and star-shaped). Consider the adjoint problem to (1) with right-hand side w ∈
L2(Ω):

−∆ϕ−ω2ϕ = w in Ω ,

−∇ϕ ·n+ iω ϕ = 0 on ∂Ω .
(16)

Then, ϕ ∈ H2(Ω), and there are constants C1(Ω),C2(Ω) > 0 such that

‖ϕ‖1,ω,Ω ≤C1(Ω)‖w‖0,Ω ,

|ϕ|2,Ω ≤C2(Ω)(1+ω)‖w‖0,Ω .
(17)

As a consequence of Theorem 1, we have the following bounds:

|ϕ|2,Ω +ω2‖ϕ‖0,Ω ≤C (1+ω)‖w‖0,Ω , (18)

and, setting Φ = ∇ϕ/iω ,

ω|Φ |1,Ω +ω2‖Φ‖0,Ω ≤C (1+ω)‖w‖0,Ω . (19)

The next lemma summarizes the results in Propositions 4.12, 4.13, 4.14 and

Lemma 5.6 of [8].

Lemma 1. Let v be in H2(Ω). Then,

‖v−ΠVh
v‖0,Ω ≤C h2(|v|2,Ω +ω2‖v‖0,Ω ) ,

|v−ΠVh
v|1,Ω ≤C h(ωh+1)(|v|2,Ω +ω2‖v‖0,Ω ) ,

|ΠVh
v|2,Ω ≤C (ωh+1)2(|v|2,Ω +ω2‖v‖0,Ω ) ,

‖v−ΠVh
v‖0,Fh

≤C h3/2(ωh+1)1/2 (|v|2,Ω +ω2‖v‖0,Ω ) ,

‖∇h(v−ΠVh
v)‖0,Fh

≤C h1/2(ωh+1)3/2(|v|2,Ω +ω2‖v‖0,Ω ) ,

with a constant C > 0 depending only on the bound for the minimal angle of elements

and the domain Ω .

For functions which are only in H1(Ω), we have the following bounds.

Lemma 2. Let v be in H1(Ω). Then,

‖v−ΠVh
v‖0,Ω ≤C h max{ω−1,h}(ω|v|1,Ω +ω2‖v‖0,Ω ) ,

|ΠVh
v|1,Ω ≤C (ωh+1) max{ω−1,h}(ω|v|1,Ω +ω2‖v‖0,Ω ) ,

‖v−ΠVh
v‖0,Fh

≤C h1/2(ωh+1)1/2 max{ω−1,h}(ω|v|1,Ω +ω2‖v‖0,Ω ) ,
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with a constant C > 0 depending only on the bound for the minimal angle of elements

and the domain Ω . In particular, as soon as ωh < 1,

‖v−ΠVh
v‖0,Ω ≤C ω−1h(ω|v|1,Ω +ω2‖v‖0,Ω ) ,

|ΠVh
v|1,Ω ≤C ω−1(ωh+1)(ω|v|1,Ω +ω2‖v‖0,Ω ) ,

‖v−ΠVh
v‖0,Fh

≤C ω−1h1/2(ωh+1)1/2(ω|v|1,Ω +ω2‖v‖0,Ω ) .

Proof. The proof can be carried out by proceeding as in the proofs of Proposi-

tion 4.12, Proposition 4.13 and Lemma 5.6 of [8].

Proposition 2. Let the assumptions of Theorem 1 hold true. With the choice of the

flux parameters in (8) and 0 < δ < 1/2, the following estimate holds true:

sup
0 6=wh∈Vh

ω |(u−uh,wh)|
‖wh‖0,Ω

≤Cdual ω h(1+ω)(‖p−ph‖DG +h‖ f −ΠVh
f‖0,Ω ),

with a constant Cdual > 0 independent of the mesh and ω .

Proof. Consider the adjoint problem to (1) with right-hand side wh ∈Vh:

−∆ϕ−ω2ϕ = wh in Ω ,

−∇ϕ ·n+ iω ϕ = 0 on ∂Ω .
(20)

Then, from Theorem 1, we have that ϕ ∈ H2(Ω), ‖ϕ‖1,ω,Ω ≤ C1(Ω)‖wh‖0,Ω and

|ϕ|2,Ω ≤C2(Ω)(1+ω)‖wh‖0,Ω , with C1(Ω),C2(Ω) > 0.

Define Φ := ∇ϕ/iω; setting

s :=

[
Φ
ϕ

]
, t :=

[
Ψ
ψ

]
, th :=

[
Ψh

ψh

]
,

the solution s satisfies

Ah(t,s)−ω2(ψ,ϕ) = (ψ,wh) ∀t ∈Q.

The adjoint consistency of the DG method implies that

Ah(th,s)−ω2(ψh,ϕ) = (ψh,wh) ∀th ∈Qh.

Taking into account adjoint consistency and consistency, we have

(u−uh,wh) = (u−wh)− (uh,wh)

= Ah(p−ph,s)−ω2(u−uh,ϕ)

= Ah(p−ph,s− th)+Ah(p−ph, th)−ω2(u−uh,ϕ)

= Ah(p−ph,s− th)+ω2(u−uh,ψh)−ω2(u−uh,ϕ)

= Ah(p−ph,s− th)−ω2(u−uh,ϕ−ψh).

(21)
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From iω∇ ·σ +ω2u = f , we have the identity

iω(∇h · (σ −σh),ϕ−ψh)+ω2(u−uh,ϕ−ψh) =

( f ,ϕ−ψh)− (iω∇h ·σh +ω2uh,ϕ−ψh). (22)

Moreover, integrating by parts and using the definition of σ , we obtain the identity

iω(∇h · (Φ−Ψh),u−uh)− iω
∫

FI
h

[[Φ−Ψh]]N{{u−uh}}

− iω
∫

FB
h

(Φ−Ψh) ·n(u−uh)

=−ω2(Φ−Ψh,σ −σh)− iω(Φ−Ψh, iωσh−∇huh)

+ iω
∫

FI
h

{{Φ−Ψh}} · [[u−uh]]N .

(23)

Using (22) and (23), equation (21) becomes

(u−uh,wh) = iω
∫

FI
h

β [[Φ−Ψh]]N [[σ −σh]]N + iω
∫

FB
h

δ (Φ−Ψh) ·n(σ −σh ·n)

− iω(Φ−Ψh, iωσh−∇huh)+ iω
∫

FI
h

{{Φ−Ψh}} · [[u−uh]]N

+ iω
∫

FB
h

δ (Φ−Ψh) ·n(u−uh)+ iω
∫

FI
h

[[σ −σh]]N{{ϕ−ψh}}

+ iω
∫

FB
h

(1−δ )(σ −σh) ·n(ϕ−ψh)

+ iω
∫

FI
h

α [[u−uh]]N · [[ϕ−ψh]]N + iω
∫

FB
h

(1−δ )(u−uh)(ϕ−ψh)

− ( f ,ϕ−ψh)+(iω∇h ·σh +ω2uh,ϕ−ψh).

Form the Cauchy-Schwarz inequality, since 0 < δ < 1/2, we have

ω|(u−uh,wh)| ≤ C‖p−ph‖DG ω3/2
(
‖β 1/2[[Φ−Ψh]]N‖0,FI

h

+‖α−1/2{{Φ−Ψh}}‖0,FI
h
+‖δ 1/2(Φ−Ψh) ·n‖0,FB

h

+‖α1/2[[ϕ−ψh]]N‖0,FI
h
+‖β−1/2{{ϕ−ψh}}‖0,FI

h

+‖δ−1/2ϕ−ψh‖0,FB
h

)

+ω |( f ,ϕ−ψh)|+ω2|(Φ−Ψh, iωσh−∇huh)|
+ω|(iω∇h ·σh +ω2uh,ϕ−ψh)|.

We choose ψh = ΠVh
ϕ and Ψh = ΠΣh

Φ . We immediately have

ω2|(Φ−Ψh, iωσh−∇huh)|= 0 ,

ω|(iω∇h ·σh +ω2uh,ϕ−ψh)|= 0 ,
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and, from Lemma 1 and (18),

ω |( f ,ϕ−ψh)|= ‖ f −ΠVh
f‖0,Ω ω‖ϕ−ψh‖0,Ω

≤C ω h2(1+ω)‖ f −ΠVh
f‖0,Ω ‖wh‖0,Ω .

We estimate all the interelement terms containing (ϕ −ψh) and those containing

(Φ −Ψh) by using Lemma 1 and (18), and Lemma 2 and (19), respectively. Taking

the definitions of the flux parameters into account, we obtain

ω3/2(interelement terms)≤C ω h(1+ω)‖wh‖0,Ω .

The result readily follows.

The following estimate of the L2–projection error of p is a consequence of

Lemma 1 and Lemma 2.

Lemma 3. For any p ∈ H2(Ω)×H1(Ω), as soon as ω h < 1, we have

‖p−Πhp‖DG+ ≤C h
(
|u|2,Ω +ω2‖u‖0,Ω +ω|σ |1,Ω +ω2‖σ‖0,Ω

)
.

The complete error estimate is a straightforward consequence of Proposition 1,

Proposition 2 and Lemma 3.

Theorem 2. Let the assumptions of Theorem 1 hold true and assume that the analyt-

ical solution to (1) belongs to H2(Ω). With the choice of the flux parameters in (8)

and 0 < δ < 1/2, provided that ω h < 1 and

ω h(1+ω) <
1

(
√

2+1)Cdual

, (24)

the following estimate holds true:

‖p−ph‖DG ≤C h(|u|2,Ω +ω2‖u‖0,Ω +ω|σ |1,Ω +ω2‖σ‖0,Ω

+ω h(1+ω)‖ f −ΠVh
f‖0,Ω ) ,

with a constant C > 0 independent of of the mesh and ω .

Remark 2. In the relevant case of ω > 1, in order to satisfy the threshold condi-

tion (24), we need to require ω2h to be sufficiently small, instead of the milder con-

dition ω h sufficiently small, as required for the best approximation estimates. This

reflects the fact that, like for the PWDG methods of [8], the mixed PWDG methods

also suffer from a pollution effect.

Remark 3. Like for the PWDG methods of [8], the presence of a source term f 6= 0

prevents the methods from being higher order convergent when increasing the num-

ber of elemental plane waves used in the approximation.

Remark 4. By proceeding like in the proof of Theorem 5.13 of [8], one can prove

that, under the threshold conditions of Theorem 2,

‖u−uh‖0,Ω ≤C h3/2 (|u|2,Ω +ω2‖u‖0,Ω +ω|σ |1,Ω +ω2‖σ‖0,Ω

+ω h(1+ω)‖ f −ΠVh
f‖0,Ω ) ,

with a constant C > 0 independent of the mesh and ω .
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4 Conclusion

The h-version of the plane wave discontinuous Galerkin method has been shown

to converge asymptotically optimally. However, as all other local discretizations of

the Helmholtz equation, this method is also affected by numerical dispersion. This

is reflected by a threshold condition of the form “ω2h sufficiently small” for the

onset of asymptotic convergence. For a primal plane wave DG method, numerical

experiments in [8] demonstrate that this condition is essential. There is no reason to

believe that the mixed method analyzed in this paper behaves differently.

Yet, in practical applications of the UWVF one rather tries to raise the number of

plane waves than to refine the mesh. Hence, it is the p-version of the plane wave DG

method that deserves more attention than the h-version.
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Summary. We investigate Schwarz’ domain decomposition algorithm as a tool for numerical

zoom and compare it with the Subspace Correction Method. Quadrature error is investigated

and the convergence of Schwarz’ algorithm is sketched for non matching grids. The methods

are also compared numerically.

1 Introduction

Often enough engineers do a coarse calculation and then a finer one on a subset

(zoom) Λ of the whole domain Ω . We wish here to justify this approach, i.e. to study

convergence and errors when the strategy is made into a loop. Obviously one zoom

calculation is not enough, unless the problem is nonlinear or time dependent and the

iterations for the zoom are seen as part of the nonlinear or time loop.

So the situation is as follows: a coarse calculation is done in Ω , then another one

in a zoom Λ ⊂ Ω . The question then is how to set properly the problem in Λ and

how to feed in intelligently its solution into the coarse solver to correct it?

Chimera

The chimera method proposed by Steger[11], originally for nonlinear time dependent

problems, digs a hole D in the coarse domain strictly inside the zoom region Λ . For

example, to compute the hydrostatic pressure u of a porous media flow given its value

on ∂Ω and governed by Darcy’s law with porosity K,

u−g ∈ H1
0 (Ω) :−∇ · (K∇u) = f in Ω (1)

one chooses a sub-domain D strictly inside Λ and loops on n on the two problems:

Chimera is identical to Schwarz’ algorithm for domain decomposition, but the

Computational Fluid Dynamic community uses this terminology. In our numerical

experiments in the present paper, the hole D will always be chosen as a union of sev-

eral triangles from the coarse mesh on Ω and Un|∂D = un−1|∂D will be approximated
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Require: An initial guess is needed, for instance u0
H = gH

1: for n = 1 . . .N do

2: Solve

−∇ · (K∇Un) = f in Ω\D, (Un−g)|∂Ω = 0, Un|∂D = un−1|∂D, (2)

3: Solve

−∇ · (K∇un) = f in Λ , un = Un on ∂Λ . (3)

4: end for

Algorithm 2: Chimera

by taking the values of un−1 at the coarse grid vertices of ∂D. Although this seems

to work fine in most cases, the convergence in the natural energy norm is an open

problem, as well as the precision because of the unavoidable interpolation of Un on

∂Λ when Λ is not made of elements of the triangulation of Ω . The theoretical anal-

ysis of this method will be done here in the maximum norm. Note that an alternative

way to impose Un|∂D = un−1|∂D (even with an arbitrary form of ∂D) would be to use

boundary penalty on ∂D or volumic penalty on D. However, such implementations

do not perform well in practice as reported in [9].

Hilbert Space Decomposition Method

An alternative idea introduced in [12] and studied in [2, 3] amounts, formally speak-

ing, to finding a subspace correction u to the coarse solution, i.e.

find U,u with U−g ∈ H1
0 (Ω),u ∈ H1

0 (Λ) and

∫

Ω
(K∇(U +u) ·∇(W +w)− f (W +w)) = 0 ∀W ∈ H1

0 (Ω), w ∈ H1
0 (Λ) (4)

This equation is easy to discretize, with uH ≈ U, uh ≈ u, and a simple iterative

scheme such as Algorithm 3. We use there the following notations: VH and Vh are

finite element spaces on some regular triangulations TH and Th of Ω and Λ respec-

tively; V0H = VH ∩H1
0 (Ω); VgH is the subspace of VH consisting of functions equal

to gH on ∂Ω , and V0h = Vh∩H1
0 (Λ).

When Λ ⊂Ω , Algorithm 3 is also known as the patch iterator [7]. The solution

uHh = limn→∞(un
H + un

h) thus obtained satisfies the following error estimate even if

the two meshes ΩH and Λh do not match:

‖u−uHh‖H1(Ω) ≤C
(
Hr‖u‖Hq(Ω\Λ) +hs‖u‖Hq(Λ)

)
, (7)

where r and s are the maximal degrees of the polynomials used in the construction

of VH and Vh respectively and q = max(r,s)+1.
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Require: an initial guess u0
h ∈V0h is needed.

1: for n = 1 . . .N do

2: Find un
H ∈VgH by

∫

Ω
K∇un

H ·∇wH =
∫

Ω
f wH −

∫

Ω
K∇un−1

h ·∇wH ∀wH ∈V0H (5)

3: Find un
h ∈V0h by

∫

Λ
K∇un

h ·∇wh =
∫

Λ
f wh−

∫

Λ
K∇un

H ·∇wh ∀wh ∈V0h (6)

4: end for

Algorithm 3: Hilbert Space Decomposition

Harmonic Patch Iterator

The drawback of Hilbert Decomposition method is that its convergence can be very

slow when the triangulations TH , Th are not nested. The method needs to be im-

proved; this is the object of Algorithm 4, the Harmonic patch method of [8]. To write

it down, we need the following (normally low dimensional) subspace of VH :

V 0
H = {vH ∈VH : supp vH ⊂Λ}.

Require: an initial guess u0
h ∈V0h.

1: for n = 1 . . .N do

2: Find λ n
H ∈V 0

H such that

∫

Ω
K∇λ n

H ·∇µH =
∫

Ω
f µH −

∫

Ω
K∇un−1

h ·∇λH ∀µH ∈V 0
H (8)

3: Find un
H ∈VgH by

∫

Ω
K∇un

H ·∇wH =
∫

Ω
f wH −

∫

Ω
K∇un−1

h ·∇wH −
∫

Ω
K∇λ n

H ·∇vH ∀wH ∈V0H (9)

4: Find un
h ∈V0h by

∫

Λ
K∇un

h ·∇wh =
∫

Λ
f wh−

∫

Λ
K∇un

H ·∇wh = 0 ∀wh ∈V0h (10)

5: end for

Algorithm 4: Harmonic patch iterator

The new variable λ n
H is merely auxiliary, and the solution is recovered as uHh =

limn→∞(un
H +un

h) exactly as in the case of Algorithm 3. In fact these two algorithms

are identical in the case of nested triangulations, in the sense that un
H + un

h is then

rigorously the same in Algorithms 3 and 4 for all n ≥ 1 although each un
H and un

h

may differ from one algorithm to another. In general, uHh obtained by the Harmonic
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Patch Iterator can be slightly different from the limiting solution of Algorithm 3

but it still satisfies the a priori error estimate (7). The additional problem for λ n
H is

normally very cheap to solve permitting a great increase of the convergence rate in

comparison with Algorithm 3 as confirmed by the numerical experiments in [8].

One Way Schwarz

If (as will be done in this paper) in order to facilitate the evaluation of
∫

Λ K∇un
H ·∇wh

in (6), one approximates un
H there by its interpolation γhun

H on Th, then the resulting

problem for un
h can be simplified. Namely, one introduces in each iteration the new

unknown wn
h ∈Vh as wn

h = γhun
H |Λ +un

h so that wn
h solves the same problem (3) as the

fine correction un in the Schwarz algorithm 2. One can rewrite then Algorithm 3 in

terms of un
H and wn

h (without distinguishing between γhun−1
H and un−1

H in the coarse

correction step) and this leads to the “One way Schwarz” algorithm 5 proposed in [9].

Note that the successive approximations un
Hh to u should be defined here as un

Hh =
{wn

h in Λ , un
H outside Λ} just as in the Schwarz algorithm.

Require: 2 initial guesses u0
H ∈VgH and w0

h ∈Vh such that w0
h = γhu0

H on ∂Λ .

1: for n = 1 . . .N do

2: Find un
H ∈VgH by

∫

Ω
K∇un

H ·∇vH =
∫

Ω
f wH +

∫

Λ
K∇(un−1

H −wn−1
h ) ·∇vH ∀vH ∈V0H (11)

3: Find wn
h ∈Vh with

∫

Λh

K∇wn
h ·∇vh =

∫

Λh

f vh ∀vh ∈V0h, wn
h = γhun

H on ∂Λ (12)

4: end for

Algorithm 5: One way Schwarz

The equivalence of Algorithms 3–5 is readily seen in the nested case. In a general

situation, the relations between them are rather complicated because of interpolations

from one mesh to another. One can see though that our last algorithm is closer to

the harmonic version 4, but its performance in practice is situated between those of

Algorithms 3 and 4, see [9].

As the subspace correction methods such as Algorithms 3–5 can in principle be

prone to instabilities due to the quadrature errors, we wish here to study the Chimera

idea more carefully. The convergence of Algorithm 2 and an error estimate for it

will be proved in the maximum norm under some natural hypotheses. It will be also

numerically compared with Algorithms 3–4.



Numerical Zoom and the Schwarz Algorithm 67

2 Convergence of Schwarz’ Algorithm on Arbitrary

Non-Matching Meshes

Convergence of multidomain approximations with overlap of arbitrary finite element

meshes is known only in the case of the Mortar method [1]. Convergence of Schwarz’

algorithm on arbitrary uniform meshes has been shown by Cai et al. [4] only for

finite difference discretization. Their proof relies on the maximum principle and the

exponential decay of the solution of elliptic pdes far from the boundaries. The same

ideas are used here for triangular first order finite elements.

Fig. 1. Triangulations showing ΩH outside SH and Ωh inside Sh.

To solve

−∆u = f in Ω with u = g on Γ = ∂Ω , (13)

we choose two subsets of Ω , ΩH and Ωh and two triangulations TH of ΩH , Th of Ωh,

such that

ΩH ∪Ωh = Ω , ∂Ωh ⊂ΩH , ∂Ωh∩Γ = /0, ∂ΩH\Γ ⊂Ωh.

As in Fig. 1 we denote by Sh the boundary of Ωh and by SH the part of the boundary

of ΩH different from ΓH . Next, let

VH = {v ∈C0(ΩH) : v|K ∈ P1, ∀K ∈ TH}, V0H = {v ∈VH : v|∂ΩH
= 0},

and similarly with h. Starting from u0
H = 0, u0

h = 0, the discrete Schwarz algo-

rithm (same as Chimera Algorithm 2) finds um
H ∈ VH and um

h ∈ Vh such that ∀wH ∈
V0H , ∀wh ∈V0h:

aH(um
H ,wH) = ( f ,wH), um

H |SH
= γHum−1

h , um
H |ΓH

= gH

ah(u
m
h ,wh) = ( f ,wh), um

h |Sh
= γhum

H ,
(14)

where aH,h(u,v) =
∫

ΩH,h
∇u ·∇v and γH (resp γh) is the interpolation operator on VH

(resp Vh).
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Hypothesis 1 Assume that the maximum principle holds for each system in (14)

independently. Further assume that the solution νH ∈VH of

aH(νH ,wH) = 0 ∀wH ∈V0H , νH |SH
= 1, νH |ΓH

= 0, (15)

satisfies |νH |∞,Sh
:= λ < 1.

Remark 1. Notice that the maximum principle is known to be true when all the angles

of the triangulation are acute [5]. The strict maximum principle of the hypothesis

could be checked numerically, a priori. Error estimates in maximum norm of order

h2 log 1
h

with respect to the mesh edge size h for linear elements have been obtained

by Schatz et al. [13].

Proposition 1. Assume Hypothesis 1 to be satisfied. Then the discrete Schwarz al-

gorithm (14) converges to the unique solution (u∗h,u
∗
H) ∈ Vh×VH of the following

system:

aH(u∗H ,wH) = ( f ,wH) ∀wH ∈V0H , u∗H |SH
= γHu∗h, u∗H |ΓH

= gH

ah(u
∗
h,wh) = ( f ,wh) ∀wh ∈V0h, u∗h|Sh

= γhu∗H .
(16)

Proof. By the maximum principle and the fact that γH and γh decrease the L∞ norms,

problems of the type: find vH ∈VH , vh ∈Vh

aH(vH ,wH) = 0 ∀wH ∈V0H , vH |SH
= γHuh, vm+1

H |ΓH
= 0

ah(vh,wh) = 0 ∀wh ∈V0h, vm+1
h |Sh

= γhvH ,
(17)

satisfy

‖vH‖∞ ≤ ‖uh‖∞,SH
, ‖vh‖∞ ≤ ‖vH‖∞,Sh

. (18)

Combining this with the estimate on the solution of (15) we obtain

‖vh‖∞ ≤ ‖vH‖∞,Sh
≤ λ‖vH‖∞ ≤ λ‖uh‖∞. (19)

Consider now the mapping T : Vh→Vh that maps any um−1
h in (14) to um

h . Since T

is affine, estimate (19) the problem (17) proves that T is a contraction in the L∞(Ωh)
norm. By Banach contraction theorem we have then that the iterative process um

h =

Tum−1
h converges to the unique fixed point u∗h of T . In other words, um

h given by (14)

converges to u∗h in (16), which entails the convergence of um
H to u∗H .

Proposition 2. Assume Hypothesis 1 to be satisfied. Then (u∗h,u
∗
H) in (16) solves ap-

proximately (13) with optimal L∞ error. More precisely, we have

max(‖u∗H −u‖∞,ΩH
, ‖u∗h−u‖∞,Ωh

)≤

C

(
H2 log

1

H
‖u‖H2,∞(ΩH ) +h2 log

1

h
‖u‖H2,∞(Ωh)

)
, (20)

with a constant C depending only on the domains ΩH and Ωh.
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Proof. Solution u to problem (13) satisfies u|Γ = g and

aH(u,w) = ( f ,w) ∀w ∈ H1
0 (ΩH), u = γHu+(u− γHu) on SH ,

ah(u,w) = ( f ,w) ∀w ∈ H1
0 (Ωh), u = γhu+(u− γhu) on Sh.

(21)

Let e = u∗H − u and ε = u∗h− u. Setting w = wH in the first equation and w = wh in

the second, we have

aH(e,wH) = 0 ∀wH ∈V0H , e = γHε− (u− γHu) on SH , e|Γ = gH −g

ah(ε,wh) = 0 ∀wh ∈V0h, ε = γhe− (u− γhu) on Sh.
(22)

Let ΠHu ∈VH and Πhu ∈Vh be the solutions of

aH(ΠHu,wH) = aH(u,wH) ∀wH ∈V0H , ΠHu = γHu on SH , ΠHu|Γ = gH

ah(Πhu,wh) = ah(u,wh) ∀wh ∈V0h, Πhu = γhu on Sh.
(23)

By [13], we have

‖ΠHu−u‖∞,ΩH
≤ H2 log

1

H
‖u‖H2,∞(ΩH ),

‖Πh−u‖∞,Ωh
≤ h2 log

1

h
‖u‖H2,∞(Ωh).

(24)

Finally let

εH = uH −ΠHu = e+u−ΠHu, εh = uh−Πhu = ε +u−Πhu.

Then εH ∈VH , εh ∈Vh and

aH(εH ,wH) = 0 ∀wH ∈V0H , εH = γH(εh +Πhu−u) on SH , εH |Γ = 0

ah(εh,wh) = 0 ∀wh ∈V0h, εh = γh(εH +ΠHu−u) on Sh.
(25)

The maximum principle (like in (18) and (19)) again yields

‖εH‖∞ ≤ ‖Πhu−u‖∞,SH
+‖εh‖∞,SH

, (26)

‖εh‖∞ ≤ ‖ΠHu−u‖∞,Sh
+‖εH‖∞,Sh

, (27)

‖εH‖∞,Sh
≤ λ‖εH‖∞. (28)

Therefore

max(‖εh‖∞,‖εH‖∞)≤ 1

1−λ
(‖ΠHu−u‖∞,ΩH

+‖Πhu−u‖∞,Ωh
). (29)

Combining it with (24) and the triangle inequality we obtain the desired result.
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Numerical Tests

We have tested numerically the Schwarz algorithm for the problem u− ∆u =
xy, u|∂Ω = xy with the solution u = xy and the geometry shown in Fig. 2a. All

the computations were done using the integrated environment freefem++ [10]. Con-

vergence of the Schwarz iterations is illustrated in Fig. 2b. The results show that the

convergence is linear and ‖um+1
h −u∗h‖0/‖um+1

h −u∗h‖0→ 0.67 while the constant λ
in the Hypothesis 1 is λ = 0.75. When the two meshes are refined by the factor of 2

or 4, these figures do not change much.

a) b)

Fig. 2. a) The geometry of ΩH , Ωh and the meshes M1; b) Convergence on Schwarz iterations,

error with respect to the final discrete solution.

Let us now look at the behavior of the converged Schwarz solution with respect

to the mesh refinement. Figure 3c shows it for the mesh M1 as in Fig. 2a, and the

error is plotted in Fig. 3d. Table 1 reports the error on three pairs of meshes, namely

M1, their twofold refinement M2 and the 4-times refinement M4. We observe the

optimal convergence rates

H1 L2 L∞

M1 7.2 ·10−3 1.4 ·10−3 4.0 ·10−3

M2 3.6 ·10−3 2.9 ·10−4 1.2 ·10−3

M3 1.6 ·10−3 9.8 ·10−5 3.8 ·10−4

Table 1. The relative error in H1, L2 and L∞ norms for the approximated solutions obtained

by Schwarz algorithm on meshes M1–M3.
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c) d)

Fig. 3. c) The solution obtained by the Schwarz algorithm on M1; d) The error with respect to

the exact continuous solution.

3 Numerical Comparison of the Methods

We tested all the Algorithms 2-4 on the benchmark of the Poisson equation−∆u = f

in Ω = (−1,1)2 with Dirichlet boundary conditions on ∂Ω and the exact solution

u = cos
π

2
xcos

π

2
y+10χ(x2 + y2 < R2)e

1

R2− 1

R2−x2−y2 (30)

with R = 0.3. We choose the patches of the form Λ = (−εΛ ,εΛ )2, the holes in Ω
of the form D = (−εD,εD)2 and take the triangulations TH and Th that do not match

each other, but the hole D always consists of several triangles from TH . We used the

following options to compute the mixed integrals in (5)-(6) (the same holds for (8)-

(10)): the integral
∫

Ω ∇un−1
h ·∇wH in (5) is evaluated by a numerical quadrature on

the fine mesh Th, the integral
∫

Λ ∇un
H ·∇wh in (6) is approximated by

∫
Λ ∇(γhun

H) ·
∇wh, which is easy to evaluate.

Figure 4 presents the convergence history in the H1 and L∞ norms of the relative

error on iterations for the 4 choices of triangulations. We observe that all the meth-

ods converge but that the Harmonic Patch Iterator is in general the most efficient

approach. More specifically, it converges to a better approximation in situations a)

and b) with the patch of the size εΛ = 0.27. The gain in accuracy is observed in both

H1 and L∞ norms. On the contrary, all the methods converge to virtually the same

approximated solution in situations c) and d) where we have taken a larger patch with

εΛ = 0.4. However, this choice of meshes does not allow us to compare the relative

merits of our algorithms. Indeed, the patch here is so large that the solution outside

λ does not feel the spike in f , which lies inside Λ . Therefore, one does not need

to iterate here at all: one coarse calculation with one fine correction gives already a

fairly good solution. Note also that the errors in Fig. 4 are computed with respect to

the exact solution so that these results confirm the convergence of all the methods

under mesh refinement.
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We do not give here detailed results on our last Algorithm 5 since these results

are very close to those of Algorithm 4 for the present benchmark.

a)

b)

c)

d)

Fig. 4. Results for the benchmark (30). Left – the meshes, middle – relative error on iteration

in the H1 norm, right – relative error in the L∞ norm. Four pairs of meshes: a) εΛ = 0.27,

εD = 0.15, H = 1
6 , h = 0.27

15 ; b) the twofold refinement of a); c) εΛ = 0.4, εD = 0.2, H = 2
15 ,

h = 1
50 ; d) the twofold refinement of c).
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4 Conclusion

The paper has shown that a standard Schwarz algorithm can be used for a zooming

procedure, even with standard interpolations at the boundaries. However it seems

that if one needs to iterate between the coarse and fine scales, the Harmonic Patch

approach is the most robust way to do it. The numerical quadrature could affect the

subspace correction methods in some cases. In order to get rid of the quadrature, one

can compute the mixed integrals exactly on the intersection of two triangulations.

In the near future we plan to improve on our triangulation intersector by inserting

Martin Gander et al ’s algorithm [6] into freefem++.
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Summary. The balancing domain decomposition methods by constraints are extended to

solving both nonsymmetric, positive definite and symmetric, indefinite linear systems. In both

cases, certain nonstandard primal constraints are included in the coarse problems of BDDC al-

gorithms to accelerate the convergence. Under the assumption that the subdomain size is small

enough, a convergence rate estimate for the GMRES iteration is established showing that the

rate is independent of the number of subdomains and depends only slightly on the subdomain

problem size. Numerical experiments for several two-dimensional examples illustrate the fast

convergence of the proposed algorithms.

1 Introduction

Domain decomposition methods have been widely used and studied for solving large

sparse linear systems arising from finite element discretization of partial differential

equations, see [32] and the references therein. The balancing domain decomposi-

tion methods by constraints (BDDC) were introduced by Dohrmann [9], see also

[9] and [5] for related algorithms. These algorithms originally were designed for the

symmetric, positive definite systems. The BDDC methods have also been extended

to solving saddle point problems, e.g., Stokes equations [12], nearly incompressible

elasticity [7], and flow in porous media [17, 18].

Cai and Widlund [2, 3, 4] studied overlapping Schwarz methods for nonsym-

metric and indefinite problems, using a perturbation approach in their analysis, and

established that the convergence rates of the two-level overlapping Schwarz methods

are independent of the mesh size if the coarse mesh is fine enough.

In this paper, we extend BDDC algorithms to nonsymmetric, positive definite

linear systems arising from finite element discretization of advection-diffusion equa-

tions, and to symmetric, indefinite systems arising from finite element discretization

of Helmholtz equations. A preconditioned GMRES iteration is used. In the precon-

ditioning step of each iteration, a partially sub-assembled finite element problem

is solved, for which only the coarse level, primal interface degrees of freedom are
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shared by neighboring subdomains. A perturbation approach is used in our analysis

to handle the non-symmetry or indefiniteness of the problems. A key point in the

analysis is the error bound for a partially sub-assembled finite element problem; we

view this partially sub-assembled finite element problem as a non-conforming finite

element approximation.

2 Finite Element Discretization

Let Ŵ ⊂H1
0 (Ω) be the standard continuous, piecewise linear finite element function

space on a shape-regular triangulation of Ω . In this paper, we use the same notation,

e.g., u, to denote both a finite element function and the vector of its coefficients with

respect to the finite element basis; we will also use the same notation to denote the

space of finite element functions and the space of their corresponding vectors, e.g.,

Ŵ . In this paper, C always represents a generic positive constant independent of all

the parameters and mesh size.

2.1 Nonsymmetric, Positive Definite Problems

We consider the following second order scalar advection-diffusion problem in a

bounded polyhedral domain Ω ∈ Rd , d = 2, 3,

{
Lu :=−ν△u+a ·∇u+ cu = f in Ω ,

u = 0 on ∂Ω .
(1)

Here the viscosity ν is a positive constant. The velocity field a(x) ∈ (L∞(Ω))d and

∇ · a(x) ∈ L∞(Ω). The reaction coefficient c(x) ∈ L∞(Ω) and f (x) ∈ L2(Ω). We

define c̃(x) = c(x)− 1
2
∇ · a(x) and assume that there exists a positive constant c0

such that

c̃(x)≥ c0 > 0 ∀ x ∈Ω . (2)

We focus on studying the dependence on ν of the performance of our algorithms and

assume that all other parameters in the operator L are of order O(1).
The bilinear form associated with the operator L is defined, for functions in the

space H1
0 (Ω), by ao(u,v) =

∫
Ω (ν∇u ·∇v+a ·∇uv+ cuv) dx, which is positive defi-

nite under assumption (2). The weak solution u ∈ H1
0 (Ω) of (1) satisfies

ao(u,v) =
∫

Ω
f v dx ∀ v ∈ H1

0 (Ω). (3)

We assume that the weak solution u of the original problem (1), as well as the

weak solution of the adjoint problem L∗u =−ν△u−∇ · (au)+cu = f , satisfies the

regularity result,

‖u‖H2(Ω) ≤
C

ν
‖ f‖L2(Ω), (4)
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where C is a positive constant independent of ν . Thus, we assume that ‖u‖H2(Ω)

grows proportionally with a decrease of the viscosity ν .

It is well known that the original bilinear form ao(·, ·) has to be stabilized to

remove spurious oscillations in the finite element solution for advection-dominated

problems. Here, we follow [10, 15] and consider the Galerkin/least-squares method

(GALS).

The stabilized finite element problem for solving (3) is: find u ∈ Ŵ , such that for

all v ∈ Ŵ ,

a(u,v) := ao(u,v)+
∫

Ω
C(x)LuLv dx =

∫

Ω
f v dx+

∫

Ω
C(x) f Lv dx, (5)

where C(x) is a positive function which depends on the local element Peclet num-

ber; see [19] for details. We note that for all piecewise linear finite element func-

tions u, Lu = −ν △ u + a ·∇u + cu = a ·∇u + cu, on each element. We define

Cs = maxx∈Ω |C(x)| and Cm = minx∈Ω |C(x)|.
The system of linear equations corresponding to the stabilized finite element

problem (5) is denoted by

Au = f , (6)

where the coefficient matrix A is nonsymmetric but positive definite.

2.2 Symmetric, Indefinite Problems

We consider the solution of the following partial differential equation on a bounded

polyhedral domain Ω ∈ Rd , d = 2, 3,

{
−∆u−σ2u = f in Ω ,

u = 0 on ∂Ω ,
(7)

where σ is a real constant. The weak solution u ∈ H1
0 (Ω) of (7) satisfies

a(u,v) = ( f ,v) ∀ v ∈ H1
0 (Ω), (8)

where a(u,v) =
∫

Ω ∇u ·∇v−σ2uv, and ( f ,v) =
∫

Ω f v. Under the assumption that (8)

has a unique solution, we can prove the following regularity result for the weak

solution, cf. [11],

‖u‖H1+γ (Ω) ≤C

(
1+

σ2

|λ∗−σ2|

)
‖ f‖L2(Ω), (9)

where λ∗ is the eigenvalue of the corresponding Laplace operator, closest to σ2. The

results hold for γ = 1, if Ω is convex. In this paper we assume that σ2 is bounded

away from the eigenvalues of the Laplace operator such that the problem is well

posed. Therefore we have ‖u‖H1+γ (Ω) ≤C(1+σ2)‖ f‖L2(Ω).

The finite element solution for solving (8) is: find u ∈ Ŵ , such that
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a(u,v) = ( f ,v) ∀v ∈ Ŵ . (10)

The resulting system of linear equations has the form

Au = (K−σ2M)u = f , (11)

where K is the stiffness matrix, and M is the mass matrix.

3 The BDDC Preconditioners

We decompose the space Ŵ into WI⊕ŴΓ , where WI is the product of local subdomain

spaces W
(i)
I , i = 1,2, . . . ,N, corresponding to the subdomain interior variables. ŴΓ

is the subspace corresponding to the variables on the subdomain interface Γ . The

original discrete problem (6) can be written as: find uI ∈WI and uΓ ∈ ŴΓ , such that

[
AII AIΓ

AΓ I AΓ Γ

][
uI

uΓ

]
=

[
fI

fΓ

]
, (12)

where AII is block diagonal with one block for each subdomain, and AΓ Γ corre-

sponds to the subdomain interface variables and is assembled from subdomain ma-

trices across the subdomain interfaces.

Eliminating the subdomain interior variables uI from (12), we have the Schur

complement problem

SΓ uΓ = gΓ ,

where SΓ = AΓ Γ −AΓ IA
−1
II AIΓ , and gΓ = fΓ −AΓ IA

−1
II fI .

A partially sub-assembled finite element space W̃ is defined by W̃ = WI ⊕W̃Γ .

Here W̃Γ contains the coarse level, continuous primal interface degrees of freedom, in

the subspace ŴΠ , which are shared by neighboring subdomains, and the remaining

dual subdomain interface degrees of freedom which are in general discontinuous

across the subdomain interfaces. Then a partially sub-assembled problem matrix Ã

is defined by [
AII ÃIΓ

ÃΓ I ÃΓ Γ

]
, (13)

where ÃΓ Γ is assembled only with respect to the coarse level primal degrees of free-

dom across the interface.

Correspondingly, a partially sub-assembled Schur complement S̃Γ is defined by

S̃Γ = ÃΓ Γ − ÃΓ IA
−1
II ÃIΓ . From the definition of SΓ and S̃Γ , we see that SΓ can be

obtained from S̃Γ by assembling with respect to the dual interface variables, i.e.,

SΓ = R̃T
Γ S̃Γ R̃Γ ,

where R̃Γ is the injection operator from the space ŴΓ into W̃Γ . We also define R̃D,Γ =

DR̃Γ , where D is a diagonal scaling matrix. The diagonal elements of D equal 1,

for the rows of the primal interface variables, and equal δ †
i (x) for the others. Here,
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for a subdomain interface node x, the inverse counting function δ †
i (x) is defined by

δ †
i (x) = 1/card(Nx), where Nx is the set of indices of the subdomains which have x

on their boundaries and card(Nx) is the number of the subdomains in the set Nx.

The preconditioned interface problem in our BDDC algorithm is

R̃T
D,Γ S̃−1

Γ R̃D,Γ SΓ uΓ = R̃T
D,Γ S̃−1

Γ R̃D,Γ gΓ . (14)

A GMRES iteration is used to solve (14). In each iteration, to multiply SΓ by a

vector, subdomain Dirichlet boundary problems need to be solved; to multiply S̃−1
Γ by

a vector, a partially sub-assembled finite element problem with the coefficient matrix

Ã needs to be solved, which requires solving subdomain Neumann/Robin bound-

ary problems and a coarse level problem; cf. [13, 19]. After obtaining the interface

solution uΓ , we find uI by solving subdomain Dirichlet problems.

Another alternative of the BDDC algorithm is to iterate on the full set of vari-

ables, instead of on the subdomain interface variables. This alternative precondi-

tioned BDDC operator is of the form

(R̃T
D−HJD)Ã−1(R̃D− JT

DHT )A, (15)

where R̃D is a scaled injection operator from Ŵ onto W̃ with the scaling on the

subdomain interface defined in the same way as for R̃D,Γ discussed above. JD is a

map from W̃ to itself. For any w ∈ W̃ , the component of JDw, for the subdomain Ωi,

is defined by

(JDw(x))(i) = ∑
j∈Nx

δ †
j (x)(w

(i)(x)−w( j)(x)) ∀x ∈ Γ ∩∂Ωi,

where JDw vanishes in the interior of the subdomain and for the coarse level compo-

nent. The component of JT
Dw for subdomain Ωi is then given by

(JT
Dw(x))(i) = ∑

j∈Nx

(δ †
j (x)w

(i)(x)−δ †
i (x)w( j)(x)) ∀x ∈ Γ ∩∂Ωi.

The subdomain interior and the coarse level primal components of JT
Dw also vanish.

The operator H in (15) is a direct sum of the subdomain discrete harmonic exten-

sions H(i), where H(i) = −K
(i)−1
II K

(i)
IΓ , i = 1,2, . . . ,N. HJD represents the discrete

harmonic extension of the jump of the dual interface variables to the interior of the

subdomains.

4 Convergence Rate Analysis

The GMRES iteration is used in our BDDC algorithm to solve the preconditioned

system of linear equations. To estimate the convergence rate of the GMRES iteration,

we use the following result, cf. [8],
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Theorem 1. Let c1 and C2 be two positive parameters, 〈·, ·〉Λ be an inner product

defined in a vector space V , T be a linear operator defined on V . If for all v ∈V ,

c1〈v,v〉Λ ≤ 〈v,T v〉Λ , (16)

〈T v,T v〉Λ ≤ C2〈v,v〉Λ , (17)

then

‖rm‖Λ

‖r0‖Λ
≤
(

1− c2
1

C2

)m/2

,

where rm is the residual at step m of the GMRES iteration applied to T .

Remark 1. The convergence rate of the GMRES iteration using the standard L2 in-

ner product will not be estimated in this paper. In our numerical experiments, we

have found that using the Λ inner product or the standard L2 inner product gives the

same convergence rate. For a study of the convergence rates of the GMRES iteration

for an additive Schwarz method in the Euclidean and energy norms, see Sarkis and

Szyld [14].

In the following analysis, we focus on obtaining bounds for the two positive

constants c1 and C2 with respect to appropriate norms.

4.1 Nonsymmetric, Positive Cases

The preconditioned BDDC operator for solving the nonsymmetric, positive definite

problem (6) is T = R̃T
D,Γ S̃−1

Γ R̃D,Γ SΓ , defined on the subdomain interface variable

space ŴΓ . The inner product in the GMRES iteration is defined by Λ = SΓ . We

assume

Assumption 2 For two-dimensional problems, the coarse level primal subspace ŴΠ

contains all subdomain corner degrees of freedom, and for each edge Ek, one edge

average degree of freedom and two edge flux average degrees of freedom such that

for any w ∈ W̃ ,

∫

Ek
w(i) ds,

∫

Ek
a ·nw(i) ds, and

∫

Ek
a ·nw(i)s ds,

respectively, are the same (with a difference of factor −1 corresponding to opposite

normal directions) for the two subdomains Ωi that share Ek.

For three dimensional problems, ŴΠ contains all subdomain corner degrees of

freedom, and for each face Fl , one face average degree of freedom and two face

flux average degrees of freedom, and for each edge Ek, one edge average degree of

freedom, such that for any w ∈ W̃ ,

∫

Fl
Ih(ϑFl w

(i)) ds,
∫

Fl
a ·nIh(ϑFl w

(i)) ds, and

∫

Fl
a ·nIh(ϑFl w

(i))s ds,

respectively, are the same (with a difference of factor −1 corresponding to opposite

normal directions) for the two subdomains Ωi that share the face Fl , and
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∫

Ek
Ih(ϑEk w(i)) ds

are the same for all subdomains Ωi that share the edge Ek. Here ϑFl and ϑEk are the

standard finite element face and edge cutoff functions, respectively.

Theorem 3. Let Assumption 2 hold. If h is sufficiently small, there then exist positive

constants C1, C2, and C3, which are independent of H, h, and ν , such that for all

uΓ ∈ ŴΓ ,

〈T uΓ ,T uΓ 〉Λ ≤C1
Φ4(H,h)

ν2 max(ν ,Cm)
〈uΓ ,uΓ 〉Λ , (18)

and

c0 〈uΓ ,uΓ 〉Λ ≤
C2

max(ν ,Cm)
〈uΓ ,T uΓ 〉Λ , (19)

where Φ(H,h) = C(1+ log(H/h)). For two dimensions

c0 = 1−C3
max(

√
ν,
√

Cs)max(Hν ,H2)

ν3 max(ν2
√

ν ,C2
m

√
Cm)

H

h
Φ2(H,h),

and for three dimensions

c0 = 1−C3
max(

√
ν ,
√

Cs)max(Hν ,H2,
√

Hh)

ν3 max(ν2
√

ν,C2
m

√
Cm)

H

h
Φ2(H,h)(1+ log(H/h)).

4.2 Symmetric, Indefinite Cases

The preconditioned BDDC operator for solving the symmetric, indefinite problem

(11) is T = (R̃T
D−HJD)Ã−1(R̃D− JT

DHT )A, defined on Ŵ . The inner product in the

GMRES iteration is defined by Λ = K +σ2M. We assume

Assumption 4 The coarse level primal subspace ŴΠ contains all subdomain corner

degrees of freedom, one edge average degree of freedom on each edge correspond-

ing to restriction of the plane wave cos(σθ · x) on the edge with the unit direction

vector θ chosen orthogonal to the edge, and, for three dimensional problems, one

face average degree of freedom on each subdomain boundary face corresponding to

restriction of the plane wave cos(σθ ·x) on the face with θ chosen orthogonal to the

face.

Theorem 5. Let Assumptions 4 hold. If σ(1 + σ2)(1+Φ(H,h))HγCL(H,h) is suf-

ficiently small, then for all u ∈ Ŵ ,

c1 〈u,u〉Λ ≤ 〈u,Tu〉Λ , (20)

〈Tu,Tu〉Λ ≤ C2(1+σ2H2)(1+Φ(H,h)2)〈u,u〉Λ , (21)

where c1 and C2 are positive constants independent of σ , H, and h. Φ(H,h) is defined

in Theorem 3. CL(H,h) equals (1+ log(H/h)) for three-dimensional problems, and

equals 1 for two-dimensional problems.
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5 Numerical Experiments

5.1 Nonsymmetric, Positive Definite Cases

We test our BDDC algorithm by solving the advection-diffusion equation (1) on the

square domain Ω = [−1,1]2. The domain Ω is decomposed into square subdomains

and each subdomain into uniform triangles. Piecewise linear finite elements are used

in our experiments. We take f = 0 and c = 10−4 in (1) in our example. We choose

the most difficult one from the three examples, which were used by Toselli [15] for

testing his FETI algorithms. Here the velocity field is a = (y,−x). The boundary

condition is given by:

u = 1 for





y =−1 0 < x≤ 1,

y = 1, 0 < x≤ 1,

x = 1, −1≤ y≤ 1,

with u = 0 elsewhere on ∂Ω .

In the GMRES iteration, the L2 inner product is used and the iteration is stopped

when the residual is reduced by 10−6.

In our experiments, we test three different choices of the coarse spaces in the

algorithms. In our first test, we test the Robin-Robin algorithms, which is closely

related to our BDDC algorithms, see [1]. In our second test, the coarse level primal

variables of our BDDC algorithms are only those at the subdomain corners and the

subdomain edge averages; no additional continuity constraints corresponding to the

flux are enforced across the subdomain edges. This choice of the coarse level pri-

mal space does not satisfy Assumption 2. In our last test, in addition to the primal

constraints used in the second test, we also include in the coarse level problem two

weighted edge average degrees of freedom corresponding to flux continuity con-

straints for each subdomain edge, as required in Assumption 2. In the following

tables, we represent these three different algorithms by RR, BDDC-1, and BDDC-2,

respectively.

Table 1 gives the iteration counts of the three algorithms for different number of

subdomains with a fixed subdomain problem size. We see that BDDC-2 converges

much faster than BDDC-1 and the Robin-Robin algorithm. For the cases where ν >
10−5, the iteration counts are almost independent of the number of subdomains. Even

when the viscosity ν goes to zero, the convergence of BDDC-2 is still very fast, while

the convergence rates of BDDC-1 and the Robin-Robin algorithm are not satisfactory

at all.

From Table 2, we see that the iteration counts of all the algorithms increase with

an increase of the subdomain problem size; the increase for BDDC-2 is the smallest.

5.2 Symmetric and Indefinite Cases

Problem (7) is solved on a 2π by 2π square domain with Dirichlet boundary condi-

tions u = 1 on the four sides of the square and with f = 0. Q1 finite elements are
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Table 1. Iteration counts for nonsymmetric, positive definite problems with H/h = 6 and

changing number of subdomains.

Iteration Count

ν # subdomains RR BDDC-1 BDDC-2

8×8 22 9 3

1e−2 16×16 31 7 3

32×32 49 6 3

8×8 114 67 12

1e−4 16×16 251 111 14

32×32 475 112 14

8×8 145 86 14

1e−6 16×16 389 199 18

32×32 > 500 434 26

Table 2. Iteration counts for nonsymmetric, positive definite problems with 4×4 subdomains

and changing H/h.

Iteration Count

ν H/h RR BDDC-1 BDDC-2

12 17 11 4

1e−2 24 18 12 4

48 20 13 4

12 83 72 26

1e−4 24 110 104 39

48 128 122 45

12 100 87 34

1e−6 24 180 165 88

48 296 290 142

used and the original square domain is decomposed uniformly into square subdo-

mains. In the GMRES iteration, the 〈·, ·〉K+σ2M inner product is used; using L2 inner

product gives the same convergence rates. The iteration is stopped when the residual

is reduced by 10−6.

In our experiments, we test three different choices of the coarse level primal

space in our BDDC algorithm. In our first test, the coarse level primal variables are

only those at the subdomain corners. No plane wave continuity constraints are en-

forced across the subdomain edges; this choice of the coarse level primal space does

not satisfy Assumption 4. In our second test, in addition to the subdomain corner

variables, we also include one edge average degree of freedom for each subdomain

edge, as required in Assumption 4, in the coarse level primal variable space. This
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Table 3. Iteration counts for symmetric, indefinite problems with H/h = 8 and changing

number of subdomains.

Iteration Count

σ2 # subdomains 0-pwa 1-pwa 2-pwa

16×16 183 37 14

100 24×24 205 20 7

32×32 > 300 13 6

16×16 > 300 143 112

200 24×24 > 300 85 39

32×32 > 300 47 28

16×16 > 300 > 300 236

400 24×24 > 300 > 300 75

32×32 > 300 192 49

edge average degree of freedom corresponds to the vector determined by the cosine

plane wave with the angle θ chosen perpendicular to the edge. In our last test, we

further add to the coarse level primal space another plane wave continuity constraint

on each edge corresponding to the cosine plane wave with the angle θ chosen tan-

gential to the edge. In the following tables, we represent these three different choices

of coarse level primal space by 0-pwa, 1-pwa, and 2-pwa, respectively.

Tables 3 and 4 show the GMRES iteration counts, corresponding to different

number of subdomains, different subdomain problem sizes, and the three different

choices of the coarse level primal space. With only subdomain corner variables in the

coarse level primal space, the convergence cannot be achieved within 300 iterations

in most cases. With the inclusion of the edge plane wave augmentations in the coarse

level primal space, we see from Table 3 that the iteration counts decrease with an

increase of the number of subdomains for a fixed subdomain problem size. We see

from Table 4 that when the number of subdomains is fixed and H/h increases, the

iteration counts increase slowly, seemingly in a logarithmic pattern of H/h. Tables 3

and 4 also show that the convergence becomes slower with the increase of the shift σ2

and that the convergence rate is improved by including more plane wave continuity

constraints in the coarse level primal subspace.
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Summary. In the theory for domain decomposition methods, it has previously often been

assumed that each subdomain is the union of a small set of coarse shape-regular triangles or

tetrahedra. Recent progress is reported, which makes it possible to analyze cases with irregular

subdomains such as those produced by mesh partitioners. The goal is to extend the analytic

tools so that they work for problems on subdomains that might not even be Lipschitz and to

characterize the rates of convergence of domain decomposition methods in terms of a few,

easy to understand, geometric parameters of the subregions. For two dimensions, some best

possible results have already been obtained for scalar elliptic and compressible and almost

incompressible linear elasticity problems; the subdomains should be John or Jones domains

and the rates of convergence are determined by parameters that characterize such domains and

that of an isoperimetric inequality. Technical issues for three dimensional problems are also

discussed.

1 Introduction

In developing theory for domain decomposition methods of iterative substructuring

type, we have typically assumed that each subdomain is quite regular, e.g., the union

of a small set of coarse triangles or tetrahedra; see, e.g., [9, Assump. 4.3]; we will

call such subdomains regular. However, such an assumption is unlikely to hold es-

pecially if the subdomains result from using a mesh partitioner, such as METIS, see

[18]. Then, the subdomain boundaries might not even be uniformly Lipschitz con-

tinuous in the sense that the number of patches required to cover ∂Ω , and in each

of which the boundary is the graph of a Lipschitz continuous function, is not uni-

formly bounded independently of the finite element mesh size. We also note that the

shape of the subdomains are likely to change if the mesh size is altered and a mesh

partitioner is used several times.

The purpose of this paper is to report on recent development of theory for do-

main decomposition methods under very weak assumptions on the subdomain par-

titioning and to categorize the rates of convergence of the algorithms in terms of

a few geometric parameters. This work is being carried out in collaboration with

C. R. Dohrmann, A. Klawonn, and O. Rheinbach and has so far resulted in four
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archival papers, [10, 11, 12, 23]. Results have been obtained for scalar elliptic prob-

lems, compressible linear elasticity, and almost incompressible elasticity problems

approximated by mixed finite elements with pressure spaces with discontinuous ele-

ments.

We will denote a set of nonoverlapping subdomains by {Ωi}. Their closures

cover the given domain Ω , and the interface between them is denoted by Γ . We will

discuss results for the FETI-DP and BDDC families of algorithms, defined on such

a set of nonoverlapping subdomains, as well as results for some two-level Schwarz

algorithms based on overlapping subdomains Ω ′i . We will assume that each such

subdomain has been obtained from one of the Ωi by adding one or more layers of

finite elements. The FETI-DP and BDDC algorithms are iterative substructuring al-

gorithms, i.e., they provide preconditioners based on nonoverlapping subdomains.

So far, complete results have only been obtained for problems in the plane. We

will consider scalar elliptic problems of the following form:

−div(ρ(x)∇u(x)) = f (x) x ∈Ω , (1)

with a homogeneous Dirichlet boundary condition on ∂Ω ; we make this choice of

boundary condition just to simplify the discussion of our results. The coefficient

ρ(x) is strictly positive and assumed to be equal to a constant ρi for x ∈ Ωi, but is

otherwise arbitrary. As is often the case, our results hold equally well for isotropic

compressible elasticity problems.

−div(2µε(u)+λ tr(ε(u))I) = f in Ω ⊂ Rn. (2)

Here εi j(u) = (1/2)(∂ui/∂x j + ∂u j/∂xi) and µ and λ the Lamé parameters; in the

almost incompressible case, λ/µ takes on very large values.

Older results on domain decomposition methods for linear elasticity are summa-

rized in [9, Chap. 8] and [24] gives more recent results on FETI-DP algorithms. All

this work is for regular subdomains. We note that there are extensive and successful

numerical results for more general problems; see, e.g., [9, 21, 22].

We use lower order, continuous finite elements and triangulations with shape reg-

ular elements, i.e., the diameter of an element is bounded uniformly by a constant

times the radius of the largest inscribed circle or sphere and assume that each subdo-

main is a union of elements. For almost incompressible elasticity, we use an inf-sup

stable pair of finite element spaces after introducing the new variable p = −λdivu

and assume that the elements of this second finite element space are discontinuous.

We can then eliminate this pressure variable element-wise, recover a positive defi-

nite problem, and use the same conjugate gradient acceleration as for compressible

elasticity.

For a collection of auxiliary results used in the analysis of iterative substructuring

algorithms, in the case of regular subdomains, see [9, Sec. 4.6]. Our studies require

the generalization of these technical tools to obtain proofs of bounds on the con-

vergence rates of FETI-DP algorithms and on certain overlapping Schwarz methods

for less regular subdomains. We also have had to modify some of the reasoning in

the main proofs. Four auxiliary results, namely a Poincaré inequality, a Sobolev-type
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inequality for finite element functions, bounds for certain edge and face terms, and

a finite element extension theorem are required in our proofs; see Lemmas 2, 6, 7,

and 8. We will work with John domains and Jones domains, see Definitions 1 and 2;

the latter are also known as uniform or (ε,∞)-domains. We will express our bounds

on the rate of convergence of our algorithm in terms of the few parameters of Defi-

nitions 1, 2, and Lemma 1.

2 A Poincaré Inequality, John and Jones Domains

We will first introduce John domains and then consider a Poincaré inequality for such

domains. We will also introduce Jones domains; the latter are needed in order to ob-

tain a finite element extension theorem, required in the analysis of FETI and BDDC

algorithms, see [23], but not for the algorithms based on overlapping subdomains,

see [8, 9, 10, 11, 12].

We next give a definition of a John domain; see [16] and the references therein.

In the proofs of several of our auxiliary results, we will assume that the subdomains

belong to this class.

Definition 1 (John Domain). A domain Ω ⊂ Rn, an open, bounded, and connected

set, is a John domain if there exists a constant CJ ≥ 1 and a distinguished central

point x0 ∈Ω such that each x∈Ω can be joined to it by a rectifiable curve γ : [0,1]→
Ω with γ(0) = x0, γ(1) = x and |x− γ(t)| ≤CJ ·distance(γ(t),∂Ω) for all t ∈ [0,1].

This condition can be viewed as a twisted cone condition. We note that certain

snowflake curves with fractal boundaries are John domains and that the length of the

boundary of a John domain can be arbitrarily much longer than its diameter. We also

note that for any choice of the point x0, there is a point x ∈ Ω at a distance of at

least diameter(Ω)/2. We find that diameter(Ω)≤ 2CJrΩ , where rΩ is the radius of

the largest ball inscribed in Ω and centered at x0. Conditions on the boundary are of

course also imposed.

In any analysis of any domain decomposition method with a second, coarse level,

we need a Poincaré inequality. This inequality is closely related to an isoperimetric

inequality. The next lemma is attributed to [28] and [15].

Lemma 1 (Isoperimetric Inequality). Let Ω ⊂ Rn be a domain and let u be suffi-

ciently smooth. Then,

inf
c∈R

(∫

Ω
|u− c|n/(n−1) dx

)(n−1)/n

≤ γ(Ω ,n)
∫

Ω
|∇u|dx,

if and only if,

[min(|A|, |B|)]1−1/n ≤ γ(Ω ,n)|∂A∩∂B|. (3)

Here, A ⊂ Ω is an arbitrary open set, and B = Ω \ Ā; γ(Ω ,n) is the best possible

constant and |A| is the measure of the set A, etc.
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We note that the domain does not need to be star-shaped or Lipschitz. For n = 2,

the best choice of c = ūΩ , the average of u over the domain. A small value of γ(Ω ,n)
is desirable for our purposes.

It is known that any simply connected plane domain with a finite Poincaré pa-

rameter γ(Ω ,2) is a John domain; see [7]. It is also known, see [3], that any John

domain has a bounded Poincaré parameter γ(Ω ,n).
We obtain the standard Poincaré inequality by using the Cauchy-Schwarz in-

equality, for two dimensions, and the Hölder inequality several times for three.

Lemma 2 (Poincaré’s Inequality). Let Ω be a John domain. Then,

‖u− ūΩ‖2
L2(Ω) ≤ (γ(Ω ,n))2|Ω |2/n‖∇u‖2

L2(Ω) ∀u ∈ H1(Ω).

Throughout, we will use a weighted H1(Ωi)−norm defined by

‖u‖2
H1(Ωi)

:=
∫

Ωi

∇u ·∇udx+1/H2
i

∫

Ωi

|u|2 dx = |u|2
H1(Ωi)

+1/H2
i

∫

Ωi

|u|2 dx.

Here Hi is the diameter of Ωi. The weight for the L2−term results from the standard

H1−norm on a domain with diameter one and a dilation. We use Lemma 2 to remove

L2−terms in some of our estimates.

We next consider Jones domains.

Definition 2 (Jones Domains). A domain Ω ⊂ Rn is a Jones domain if there exists

a constant CU such that any pair of points x1 ∈ Ω and x2 ∈ Ω can be joined by a

rectifiable curve γ(t) : [0,1]→Ω with γ(0) = x1, γ(1) = x2, and where the Euclidean

arc length of γ ≤ CU |x1− x2| and mini=1,2 |xi− γ(t)| ≤ CU · distance(γ(t),∂Ω) for

all t ∈ [0,1].

It is known, and easy to see, that any Jones domain is a John domain. It is

also easy to construct John domains that are not Jones domains. According to [17,

Thm. 4], they form the largest class of finitely connected domains for which an ex-

tension theorem holds in two dimensions. It is also known that every Jones domain

Rn allows for a bounded extension with respect to the seminorm of H1, see [17,

Thm. 2].

Lemma 3. Let Ω ⊂Rn be a Jones domain and let P0 be the space of constants. There

then exists a bounded, linear operator EΩ : H1(Ω)/P0→H1(Rn)/P0, which extends

any element in H1(Ω) to one defined for all of Rn, i.e., (EΩ u)|Ω = u ∀ u∈H1(Ω)/P0.

The norm of this operator depends only on CU (Ω).

An important tool in any study of elasticity is the second Korn inequality. For a

proof for Jones domains, see [14].

Lemma 4 (Korn Inequality for Jones Domains). Let Ω ⊂ Rn be a bounded Jones

domain. Then, there exists a constant C, which depends only on the Jones constant

CU (Ω) and the dimension n, such that
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|u|2
H1(Ω) ≤C ∑

i j

‖ε(u)i j‖2
L2(Ω)

for all u ∈
{

u ∈H1(Ω) :
∫

Ω

( ∂ui

∂x j
− ∂u j

∂xi

)
dx = 0, i, j = 1, . . . ,n

}
.

Their proof has many details in common with Jones’ proof of Lemma 3. In the

case of mixed finite element approximations of almost incompressible elasticity, we

also need to establish the inf-sup stability of the mixed method. This problem is

closely related to the Korn inequality; see, e.g., [4] in which new proofs of both

results are given for general Lipschitz domains and the continuous case. There is

a proof of the underlying inequality for John domains in [1]; the constant in that

estimate depends only on the John parameter CJ(Ω).

3 FETI-DP and BDDC Algorithms

We first note that these two families of domain decomposition algorithms are closely

related. Any such algorithm is characterized by a set of primal constraints and it is

known that a pair of FETI-DP and BDDC algorithms, with the same primal con-

straints, have spectra which are almost identical; these spectra determine the rate

of convergence of these preconditioned conjugate gradient methods. This result was

first established in [27]; see also [26] for a simpler proof and a general discussion

and general references on these algorithms.

We denote by W h(Ωi) the standard finite element space of continuous, piecewise

linear functions on Ωi which vanish on ∂Ωi∩∂Ω . We will denote by hi the smallest

diameter of the finite elements in the subdomain Ωi. The corresponding finite ele-

ment trace spaces are denoted by W (i) := W h(∂Ωi ∩Γ ), i = 1, . . . ,N. The product

space of the W (i) is denoted by W and in the context of these iterative methods, we

need to consider elements of this space, which are not necessarily continuous across

the interface. However, the primal variables are global. Thus, in two dimensions, the

values at the subdomain vertices are often chosen to be primal, i.e., to have com-

mon values. In the FETI-DP algorithms, the remaining continuity requirements at all

the remaining nodes on the interface will only be fully in force when the iteration

has converged and certain Lagrange multipliers have reached their correct values. In

the BDDC algorithms, on the other hand, continuity across the interface is restored,

in each step of the iteration, by replacing the discontinuous values on the interface

by a weighted average. The partially assembled subspace, with the primal variables

global, will be denoted by W̃ .
We can now formulate our main result, which is also valid for compressible elas-

ticity.

Theorem 1 (Condition Number Estimate). Let the domain Ω ⊂ R2 be partitioned

into subdomains Ωi, which are partitioned into shape regular elements and which

have complements CΩi that are Jones domains. Let all values at the subdomain ver-

tices be primal. Then, with M the Dirichlet preconditioner, F the FETI-DP operator,

the condition number of the preconditioned conjugate gradient method satisfies
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κ(M−1F)≤C max
i

(1+ log(Hi/hi))
2.

Here C is a constant which depends only on the parameters CJ(Ωi) and CU (CΩi)
of Definitions 1 and 2, the Poincaré parameters γ(Ωi,2) of the subdomains, and the

shape regularity of the finite elements. The result is also independent of possible

jumps in the coefficient ρi, or the Lamé parameters, across the interface between the

subdomains.

A complete proof of this result is given in [23]. It is as strong a result as those

in [14, 24] for regular subdomains. We also note that numerical experiments on very

irregular snowflake subdomains have added interesting insight on how best to scale

the FETI-DP preconditioners.

We will now indicate what is required to establish the theorem. We denote by

H the discrete harmonic extension operator: H(vΓ ) is the minimal energy exten-

sion of the restriction of the finite element function v to the interface Γ . In what

follows, H(uv) will mean the discrete harmonic extension of the finite element func-

tion obtained by interpolating the product of u and v. For each edge Ei j (the open

set common to ∂Ωi and ∂Ω j and which does not contain its endpoints) we define

an edge cutoff function θEi j , which is the discrete harmonic function which equals 1

at all nodes on the edge Ei j and which vanishes at all other interface nodes; cf. [9,

Sec. 4.6].

We note that part of the proof of any result on a FETI-DP or BDDC algorithm,

such as Theorem 1, is purely algebraic. It is also known that in order to fully prove

that theorem, we need to use tools of analysis to establish a result such as Lemma 5;

see, e.g., [26] or [24, Sec. 8]. For the set of primal constraints considered in Theo-

rem 1, we need to prove:

Lemma 5. Let Ei j be an edge common to the boundaries of Ωi and Ω j. For all v∈ W̃

and with v(i) := R(i)v,v( j) := R( j)v, we have

ρi|H(θEi j δ †
i (v(i)− v( j)))|2

H1(Ωi)
≤C(1+ log(Hi/hi))

2ρi|v(i)|2
H1(Ωi)

+C(1+ log(H j/h j))
2ρ j|v( j)|2

H1(Ω j)
.

(4)

Here R(i) denotes the restriction operator from W̃ to W (i). The parameter δ †
i :=

ρ
γ
i /∑ j∈Nx

ρ
γ
j , where γ ∈ [1/2,∞) and Nx is the set of indices j of the subregions

with x on their boundaries. The constant C in the inequality depends only on the

parameters CJ(Ωi) and CU (CΩi) of Definitions 1 and 2, the Poincaré parameters

γ(Ωi,2) of the subdomains, and the shape regularity of the finite elements.

To prove this lemma, we need three auxiliary results, in addition to Poincaré’s in-

equality. The first is a discrete Sobolev inequality. This inequality, (5), is well known

in the theory of iterative substructuring methods. Proofs for domains satisfying an in-

terior cone condition are given in [5] and [6, Sec. 4.9] and a different proof is given

in [9, p. 102]. For a proof for John domains, see [10].
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Lemma 6 (Discrete Sobolev Inequality). Let Ωi ⊂ R2 be a John domain. Then,

‖u− ūΩi
‖2

L∞(Ωi)
≤C(1+ log(Hi/hi))|u|2H1(Ωi)

, (5)

for all u ∈W h(Ωi). The constant C depends only on the John parameter CJ(Ωi) of

Ωi and the shape regularity of the finite elements.

A three-dimensional counterpart of Lemma 6 is given in [9, Subsec. 4.6.2]. This

provides an estimate of the L2−norm of finite element functions over subdomain

edges and this result has not yet been extended fully to the case of irregular subdo-

mains.

Another important result provides estimates for different types of edge functions.

For regular subdomains in two dimensions, this lemma was first given in [13].

Lemma 7 (Edge Lemma). Let Ωi ⊂R2 be a John domain, let Ei j ⊂ ∂Ωi be an edge,

and θEi j ∈W h(Ωi) be the finite element function which equals 1 at all nodes of Ei j,

and which vanishes at all the other nodes on ∂Ωi, and is discrete harmonic in Ωi.

Then, for any u ∈W h(Ωi), we have

|H(θEi j u)|2
H1(Ωi)

≤C(1+ log(Hi/hi))
2‖u‖2

H1(Ωi)
, (6)

|θEi j |2H1(Ωi)
≤C(1+ log(Hi/hi)), (7)

‖θEi j‖2
L2(Ωi)

≤CH2
i (1+ log(Hi/hi)). (8)

Here, C depends only on the John parameter CJ(Ωi) of Ωi and the shape regularity

of the finite elements. The logarithmic factor in (8) can be removed if all angles of

the triangulation are acute and W h is a space of piece-wise linear finite elements.

For a proof, see [23].

In order to advance the work on three dimensional problems, it would be central

to develop similar face and edge lemmas under some suitable geometric assumptions;

cf. [9, Sec. 4.6] for results in case the subdomains are regular. At this time, we can

prove such bounds for a subdomain which contains a Lipschitz domain with edges

which are common to those of the subdomain. It is also clear that in the general case,

we need a limit on the number of points on each edge since it can easily be seen that

the energy of the edge function θEik will grow in proportion to this number. In a case

of many edge nodes, the energy of the face functions must also be large.

We establish inequality (6) by using ideas similar to those of [9, Proofs of

Lems. 4.24 and 4.25]. We construct a function ϑEi j which has the same boundary

values as θEi j and which satisfies the two inequalities (6) and (7). Since θEi j and

H(θEi j u) are discrete harmonic, the two inequalities (6) and (7) will then hold. We

note that in our work on almost incompressible elasticity, described in Section 5, such

results are also required for domains with large aspect ratios; see [12, Lem. 5.4]. The

bounds as in Lemma 7 will grow linearly with the aspect ratio of the subdomains.

The next lemma was proven for Lipschitz domains and quite general conform-

ing finite elements in [32], using a technique from [2]; see also [9] for a different
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proof. In [23], we have developed a new proof for more general domains, which uses

Lemma 3 and a result by [30]. We note that this result can be viewed as providing an

estimate of the rate of convergence of the classical Dirichlet-Neumann algorithm for

two subdomains and with a quite irregular interface; see, e.g., [9, Sec. 1.3.3].

Lemma 8 (Extension Lemma). Let Ωi and Ω j, subsets of Rn, be two subdomains

with a common (n−1)-dimensional interface Γ i j. Furthermore, let Ωi be a domain

with a complement which is a Jones domain, let

W h
i = {vh ∈W h(Ωi) : vh(x) = 0 at all nodes of ∂Ωi \Γ i j},

W h
j = {vh ∈W h(Ω j) : vh(x) = 0 at all nodes of ∂Ω j \Γ i j}.

Then, there exists an extension operator

Eh
ji : W h

j −→W h
i ,

with the following properties ∀uh ∈W h
j :

(Eh
jiuh)|Ω j

= uh and |Eh
jiuh|H1(Ωi)

≤C|uh|H1(Ω j)

where the constant C depends only on the Jones parameter CU (CΩi) of the comple-

ment of Ωi and the shape regularity of the elements and is otherwise independent of

the finite element mesh sizes hi and h j and the diameters Hi and H j.

4 An Overlapping Schwarz Method

When we now turn to another major family of domain decomposition methods, we

note that the overlapping Schwarz methods can be used even if the stiffness matrix

of the problem is only available in fully assembled form. This is important in many

applications. The FETI-DP and BDDC algorithms, in contrast, require access to the

stiffness matrices of the subdomains.

In the case of a scalar elliptic problem with constant coefficients in each substruc-

ture, a coarse space for a problem in three dimensions can be defined as the range of

the interpolation operator

Ih
Bu(x) = ∑

i,ℓ

u(Viℓ)θViℓ(x)+∑
i,k

ūEik θEik(x)+∑
i, j

ūFi j θFi j(x). (9)

Here, ūEik and ūFi j are averages over edges and faces, respectively. We obtain an

analogous expression for two dimensions by dropping the face terms.

With suitable local spaces, it is known that the resulting iterative substructuring

algorithm [9, Algo. 5.16] is quite satisfactory with a condition number bound of the

form C maxi (1+ log(Hi/hi)). The constant C is independent of the number of sub-

domains as well as jumps in the coefficients between the subdomains. By enriching

the coarse space by basis functions constructed from the same cutoff functions and

the rigid body modes similar results are possible for linear elasticity.
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These coarse spaces have also recently been combined with local components

based on overlapping subdomains, just as for traditional overlapping Schwarz meth-

ods; see [8, 9, 11, 12]. These methods are all additive Schwarz methods and they

are therefore definined in terms of a coarse subspace and many local spaces defined

by subspaces of finite element functions supported in the overlapping subdomains

Ω ′i . We note that there would be no additional technical issues should we choose to

work with multiplicative or hybrid Schwarz methods as in [9, Chap. 2]. The result-

ing algorithms have already proven quite successful for very large problems and an

implementation, by Clark Dohrmann, for massively parallel computing systems is

now part of the Salinas software system for structural dynamics problems developed

at Sandia National Laboratories, Albuquerque, NM.

In the case of Lipschitz subdomains, the weights for the face terms in an in-

terpolation formula such as (9) can easily be bounded by using Cauchy-Schwarz’s

inequality and an elementary trace theorem such as [29, Thm. 1.2]. For more gen-

eral subdomains, this argument breaks down but the average can be replaced by any

bounded functional, which depends only on the trace of the finite element function

on the face, and which reproduces constants. In two dimensions, the average over an

edge can simply be replaced by the maximum of the finite element function and we

can then use Lemmas 6 and 7 at the expense of an additional logarithmic factor. The

same approach would result in a factor Hi/hi in three dimensions. Instead the face

average over Fi j can be replaced by

(∇θFi j ,∇H(θFi j u))L2(Ωi)
/(∇θFi j ,∇θFi j)L2(Ωi)

. (10)

and the edge averages by similar expressions. We note that these expressions depend

exclusively on the trace of u on the interface Γ . In these formulas, we could equally

well integrate over Ω j or over Ωi∪Ω j. It is easy to see that this new interpolant also

reproduces constants as well as the face and edge terms separately. The energy of the

face term with the coefficient, given in (10), can be bounded by ‖∇H(θFi j u)‖L2(Ωi)
.

This will result in a bound with two logarithmic factors if we can prove a three

dimensional counterpart of Lemma 7.

The analysis of this domain decomposition method is carried out in the frame-

work of the abstract Schwarz theory as in [32, Chap. 2]. If exact solvers are used

for the coarse and local problems, each defined on an extended subdomain Ω ′i , we

primarily need a bound on the energy of the coarse interpolant that we have already

discussed. There are essentially no new technical difficulties in obtaining bounds for

the local terms in the decomposition of an arbitrary finite element function as in [32,

Assump. 2.2].

The coarse space can be enriched so that all rigid body modes are exactly repro-

duced using formulas similar to that of (10). A result for compressible elasticity can

then be obtained for two dimensions and John subdomains. The extension to three

dimensions will again essentially require the extension of Lemma 7 to edges and

faces in three dimensions.

We have established the following result in [10]. It holds for scalar elliptic prob-

lems as well as problems in compressible elasticity.
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Theorem 2. Let Ω ⊂ R2 be partitioned into nonoverlapping subdomains Ωi, which

are John domains, each with a shape regular triangulation. The condition number of

our domain decomposition method then satisfies

κ(Pad)≤C max
i

(1+Hi/δi)(1+ log(Hi/hi))
2,

where C is a constant which only depends the John and Poincaré parameters of the

subdomains, the number of colors required for the overlapping subdomains, and the

shape regularity of the elements. The bound is also independent on variations in the

coefficients across the interface Γ .

5 Almost Incompressible Elasticity

We also use the same overlapping Schwarz algorithm for almost incompressible elas-

ticity and this is the subject of two papers recently completed; see [11] and [10]. The

main emphasis is on regular subdomains, but the result also holds for subdomains

that are just John domains and for two dimensions, see [11, Section 6]. As previously

pointed out, we have only considered mixed finite element methods, with pressure

spaces of discontinuous finite element functions. Our main result is:

Theorem 3 (Condition Number Estimate). The condition number of our domain

decomposition method satisfies

κ(Pad)≤C(1+(H/δ ))3(1+ log(H/h))2,

where C is a constant, independent of the number of subdomains and their diame-

ters and the mesh size and which only depends on the number of colors required for

the overlapping subdomains and the shape regularity of the elements and the subdo-

mains. The bound is also independent of the Poisson ratio and of the variations in

the coefficients across the interface Γ .

We note that an early application of overlapping Schwarz methods to mixed for-

mulations of linear elasticity and Stokes problems is given in [19]. In that work,

the coarse spaces were based on the same mixed finite element methods on coarse

meshes and both continuous and discontinuous pressure spaces were considered. An

analysis of these methods was not provided, but their performance was shown to be

quite competitive with block diagonal and block triangular preconditioners, see [20].

The new algorithm uses a coarse space similar to that of (10). Just as for the com-

pressible elasticity case, it is enriched so as to contain all the rigid body modes. In

our work, there are a number of new challenges, in particular, results on subdomains

with bad aspect ratios are required. In addition, when applying the abstract Schwarz

theory, great care has to be taken when constructing the coarse component of the par-

titioning of the displacement fields and new ideas are also required when partitioning

the remaining part of an arbitrary finite element function into local components. For

details, see [11].
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Summary. This paper is devoted to study of an auxiliary spaces preconditioner for H(div)
systems and its application in the mixed formulation of second order elliptic equations. Ex-

tensive numerical results show the efficiency and robustness of the algorithms, even in the

presence of large coefficient variations. For the mixed formulation of elliptic equations, we

use the augmented Lagrange technique to convert the solution of the saddle point problem

into the solution of a nearly singular H(div) system. Numerical experiments also justify the

robustness and efficiency of this scheme.

1 Introduction

In this note, we discuss some implementation details of robust and efficient AMG

preconditioners for the H(div) system:

(λdiv u,div v)+(µu,v) = (f,v), ∀v ∈H(div), (1)

where f ∈ L2(Ω) is a vector field and the coefficients λ (x) and µ(x) are assumed to

be uniformly positive but may have large variations in the whole domain Ω . Given a

triangulation, the finite element problem reads:

Find uh ∈ Vh(div) : (λdiv uh,div vh)+(µuh,vh) = (f,vh), ∀vh ∈ Vh(div), (2)

where Vh(div) ⊂ H(div) is a conforming finite element space, e.g. Raviart-Thomas

element, or BDM element (c.f. [6]). The finite element discretization (2) gives rise

to the following linear system:

Ax = b, (3)

where A = (ai j) is defined by ai j =
∫

Ω λdivϕ jdivϕi + µϕ j ·ϕidx for any basis func-

tions ϕi,ϕ j ∈ Vh(div).
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The importance of H(div)-related problems has promoted vigorous research into

efficient multilevel schemes for solving the linear system (3) (see [1, 10, 12, 18, 19]

for example). The H(div) systems (1) arise naturally from numerous problems of

practical importance, such as stabilized mixed formulations of the Stokes problem,

least squares methods for H1 systems, and mixed methods for second order elliptic

equations, see [1, 19].

Recently, Hiptmair and Xu [12] proposed an innovative approach to solve H(curl)
and H(div) systems, known as the HX-preconditioner. It relies on a discrete regular

decomposition (see Section 2) and the framework of auxiliary space method ([20]).

This decomposition links the vector fields in H(curl) and H(div) directly with func-

tions in H1. By using certain grid transfer operators, the evaluation of the precondi-

tioners for H(curl) and H(div) systems is essentially reduced to several second-order

elliptic operators. Hence, standard (algebraic) multigrid techniques for the H1 equa-

tions can be applied.

In our implementation of the HX-preconditioner for H(div), we use a “grey-box”

multilevel algorithm. More precisely, unlike the standard AMG technique, we rely

on certain grid information for construction of the grid-transfer operators, namely

the canonical interpolation operators Π curl
h , Π div

h and the discrete curl operator C.
The construction of these operators relies solely on coordinates and grid information

on the finest level. In particular, we do not need a complete multilevel grid hierarchy

which is crucial in standard geometric multilevel algorithms. A similar idea was used

in [13] for the AMG implementation of the HX-preconditioner for H(curl) systems.

The finite element discretization of the mixed problem results in a saddle point

problem. There is a significant amount of literature on designing robust precondi-

tioners for the mixed problem, see [2, 7, 11]. Here we use the augmented Lagrangian

method to reduce the saddle point problem into a nearly singular H(div) system,

which can be efficiently solved by using the HX-preconditioner.

The remainder of this paper is organized as follows. In Section 2, we discuss

some implementation details about the algorithm. In Section 3, we consider solving

a mixed formulation of second order elliptic equations. We apply the augmented La-

grange method to reduce the mixed formulation into a nearly singular H(div) system.

Then in Section 4, we present some numerical experiments to justify the robustness

and efficiency of the algorithms.

2 HX-Preconditioner for H(div) Systems

In this section, we summarize the main ingredients used in [12] to derive and ana-

lyze the auxiliary space preconditioner. Here, we consider the lowest order Raviart-

Thomas space Vh(div)⊂H(div), the lowest order Nédélec space Vh(curl)⊂H(curl)

and the standard piecewise linear continuous nodal space Vh(grad). We use Π
grad
h ,

Π curl
h and Π div

h to denote the canonical interpolation operators onto the finite ele-

ment spaces Vh(grad), Vh(curl) and Vh(div), respectively. The HX-preconditioners

for H(curl) and H(div) systems exploit the following discrete regular decomposition.
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Theorem 1. [12, Lemma 5.1] Let D be the differential operator curl or div, and D−

be grad or curl respectively. Then for any vh ∈Vh(D), we have

vh = ṽh +Π D
h Φh +D−ph,

where ṽh ∈Vh(D), Φh ∈ Vh(grad) and ph ∈Vh(D
−), such that

(1) ‖h−1ṽh‖2
0,Ω +‖Φh‖2

1,Ω . ‖Dvh‖2
0,Ω ;

(2) ‖ph‖H(D−) . ‖vh‖H(D).

In the above decomposition, when D = div, the discrete potential ph ∈ Vh(curl)
is not entirely desirable. In order to avoid solving an H(curl)-elliptic equation for

ph, we apply the decomposition Theorem 1 recursively and replace ph by a Ψh ∈
Vh(grad) and some “high frequency” edge element function. More precisely, we

obtain a decomposition

vh = ∑
b∈B(div)

vb +Π div
h Φh + curl ph

= ∑
b∈B(div)

vb +Π div
h Φh + ∑

q∈B(curl)

curl pq + curl Π curl
h Ψh,

where Φh, Ψh ∈ Vh(grad) and B(div), B(curl) are the sets of the basis functions in

Vh(div) and Vh(curl) respectively. In this decomposition, we have used the fact that

curl grad = 0. By Theorem 1, this decomposition is stable:

∑
b∈B(div)

‖vb‖2
A +‖Ψh‖2

1,Ω + ∑
q∈B(curl)

‖curl pq‖2
0,Ω +‖Φh‖2

1,Ω . ‖vh‖2
A . (4)

Based on this decomposition, the matrix representation of the (additive) auxiliary

space preconditioner for the equation (2) is given by

Bdiv
h := Sdiv

h +CScurl
h CT +Pdiv

h

(
A

grad
h

)−1
Pdiv

h

T
+CPcurl

h

(
A

grad
h

)−1
Pcurl

h

T
CT , (5)

where

• Sdiv
h and Scurl

h are certain smoothers in the Raviart-Thomas and the Nédélec finite

element spaces, for example Jacobi or symmetric Gauss-Seidel iterations, which

we denote by StandardRelaxation() in the algorithms;

• C is the discrete curl operator;

• Pdiv
h and Pcurl

h are the matrix representation of the canonical interpolation opera-

tors Π div
h and Π curl

h respectively;

• A
grad
h is the related (vectorial) elliptic operator on the finite element spaces

Vh(grad).

Remark 1. We remark that the first two terms in (5) together form an additive Hipt-

mair smoother (see [10]). In a multiplicative version of the preconditioner, we

will denote the functions Pre(/Post)FineRelaxation() as multiplicative Hiptmair
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Algorithm 1: u = FineRelaxation(A,C,u,b)

u← StandardRelaxation(A,u,b) ;1

e← StandardRelaxation(CT AC,0,CT (b−Au)) ;2

u← u+Ce ;3

u← StandardRelaxation(A,u,b) ;4

smoothers, see Algorithm 1. The function PreFineRelaxation() is identical to Algo-

rithm 1 except step 1 is omitted, and the function PostFineRelaxation() is identical

to Algorithm 1 except step four is omitted to keep the preconditioner symmetric.

It is important to realize that this special smoother is only needed on the finest

level in our implementation, instead of using this smoother on each level as in [10].

When a hierarchy of structured grids is available, standard geometric multigrid

can be applied to A
grad
h in the preconditioner (5). However, in general, the hierarchical

information of the grids is not available, for example when the mesh is unstructured.

In this case, one may consider using algebraic multigrid (AMG) algorithms. More-

over, instead of assembling the stiffness matrix A
grad
h explicitly by using the mesh

data, we replace it with the following two matrices:

A1 := Pdiv
h

T
APdiv

h ,

A2 := Pcurl
h

T
CT ACPcurl

h = Pcurl
h

T
CT M(µ)CPcurl

h ,

where A is the stiffness matrix defined in (3), and M(µ) is the mass matrix defined

by M = (mi j) with mi j =
∫

Ω µϕi ·ϕ j. In the formulation of A2, we used the fact that

div curl = 0.
We note that A1 and A2 are vector Laplacian-like operators defined on the nodal

space. Therefore, A1 and A2 are amenable to standard AMG algorithms. Here, we

make use of the interpolation Pdiv
h and Pcurl

h , as well as the discrete curl C. All of

these three matrices can be constructed using grid information on the fine level. In

fact, to compute the matrix C, one needs to expand curlϕE in terms of the basis

of Vh(div) for any basis function ϕE ∈ Vh(curl). If Vh(div) and Vh(curl) are the

lowest order Raviart-Thomas and Nédélec spaces respectively, C is simply a signed

“edge-to-face” incidence matrix. The sign of each entry is determined by the signs

of basis functions, i.e. the preset edge and face orientations in the grid. The matrix

Pdiv
h = (Px

h,P
y
h,P

z
h) can be computed component-wise, where each of the blocks has

the same sparsity pattern as the “face-to-node” incidence matrix. The entries are

computed by the surface integral of the nodal basis functions on the normal direction

on the face. The computation of Pcurl
h is similar, which can be found in [3, 13].

The operator (5) and the discussion above suggest an additive version of the

preconditioner: Algorithm 2.

In Algorithm 2, we may update the solution u after computing each u1-u4.
By updating the solution and the residual at each step, we define a multiplica-

tive version of the preconditioner. In the multiplicative preconditioner, we replace
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Algorithm 2: u =HX Additive Preconditioner(A,b)

%Setup Phase1

Form A1← Pdiv
h

T
APdiv

h efficiently;2

Standard AMG Setup(A1);3

Form A2← Pcurl
h

T
CT ACPcurl

h efficiently;4

Standard AMG Setup(A2);5

—————————————————————————————— ;6

%Solve Phase;7

u1← StandardRelaxation(A,0,b);8

x ← StandardRelaxation(CT AC,0,CT b);9

u2← Cx;10

%Perform V-cycles on A1 and A2 a ← Standard AMG Vcycle
(
A1,0,Pdiv

h

T
b
)

;11

u3← Pdiv
h a ;12

p ← Standard AMG Vcycle
(
A2,0,Pcurl

h

T
CT b

)
;13

u4← CPcurl
h p ;14

—————————————————————————————— ;15

u ← u1 +u2 +u3 +u4 ;16

the additive Hiptmair smoother (line 8-10 in Algorithm 2) by a multiplicative one

(PreFineRelaxation). The rest of the algorithm is similar to Algorithm 2, except

that after each step, we update the solution u, compute the residual r and replace

the b in Line 11 and 13 by the residual r. Finally, in order to guarantee the sym-

metry of the overall preconditioner, we need to preform a post-smoothing step

(PostFineRelaxation) in the end of the algorithm.

3 Application to Mixed Method

As an application, we present the augmented Lagrangian method for solving sys-

tems arising from a mixed finite element discretization of the elliptic boundary value

problem (see e.g., [6]):

∆ p = f in Ω , p|∂Ω = 0. (6)

The aim is to show that implementing an efficient iterative method for the resulting

indefinite linear system reduces to designing an efficient method for the solution of

an auxiliary nearly singular H(div) problem. The augmented Lagrangian method

has been applied to the mixed formulation of equation (6) in [11].

Given a conforming triangulation Th, let Vh(div) ⊂ H(div) and Vh(0) ⊂ L2(Ω)
be the corresponding finite element spaces. Then the mixed finite element method

for the model problem (6) reads: find (uh, ph) ∈ Vh(div)×Vh(0) such that

{
(uh,vh)+(ph,divvh) = 0 ∀vh ∈Vh(div)

(divuh,qh) = ( f ,qh) ∀qh ∈Vh(0).
(7)
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A sufficient condition for the well-posedness of the mixed method (7) is the discrete

inf-sup condition. Several finite element spaces satisfying the inf-sup condition have

been introduced, such as those of Raviart-Thomas [15] and Brezzi-Douglas-Marini

[5]. Here we restrict ourselves to the Raviart-Thomas spaces.

The mixed finite element method (7) results in the following linear system:

[
A B∗

B 0

][
u

p

]
=

[
0

f

]
. (8)

It is not difficult to see that A is the mass matrix of the Raviart-Thomas element and

B is a matrix representation of div∗.
The augmented Lagrangian algorithm solves the following equivalent problem

to (8) by the Uzawa method:

[
A+ ε−1B∗B B∗

B 0

][
u

p

]
=

[
ε−1B∗ f

f

]
. (9)

Given (u(k), p(k)), the new iterate (u(k+1), p(k+1)) is obtained by solving the follow-

ing system: {
(A+ ε−1B∗B)u(k+1) = ε−1B∗ f −B∗p(k),

p(k+1) = p(k)− ε−1( f −Bu(k+1)).
(10)

Convergence of this algorithm has been discussed in many works, see for example

[7, 8, 14, 17].

Theorem 2. [14, Lemma 2.1] Let (u(0), p(0)) be a given initial guess and for k ≥ 1,
let (u(k), p(k)) be the iterates obtained via the augmented Lagrangian algorithm (10).

Then the following estimates hold:

‖p− p(k)‖0,Ω ≤
(

ε

ε +λ0

)k

‖p− p(0)‖0,Ω ,

‖u−u(k)‖A ≤
√

ε‖p− p(k)‖0,Ω ≤
√

ε

(
ε

ε +λ0

)k

‖p− p(0)‖0,Ω ,

where λ0 is the minimum eigenvalue of S = BA−1B∗.

According to this theorem, the iteration procedure (10) converges rapidly to the

solution of (7) for small ε. However, at each iteration one needs to solve a nearly

singular H(div) system

(εA+B∗B)u(k+1) = B∗ f − εB∗p(k). (11)

Thus, an efficient and robust H(div) solver will result in an optimal iterative method

for the saddle point problem (7). We refer to Section 4.3 for the numerical justifica-

tion.



Auxiliary Preconditioners for Mixed Methods 105

4 Numerical Results

The proposed solvers are implemented as preconditioners for the conjugate gradi-

ent method (CG) in MATLAB. ML’s smoothed aggregation solver (c.f. [16]) is used

for A1 and A2 through the mlmex MATLAB interface [9]. Part of the numerical ex-

periments was done and reported in [4]. Unless otherwise stated, we use two steps

of symmetric Gauss-Seidel sub-smoothing on both faces and edges. For all experi-

ments, the convergence is attained when the ℓ2-norm of the residual is reduced by

1×10−10.

4.1 Constant Coefficients

As the first experiment, we consider the constant coefficient case. We triangulate the

domain Ω = [0,2]3 with an unstructured grid. We assume that µ > 0 is a constant in

Ω . The following table shows CG-accelerated auxiliary AMG solvers for the H(div)
system:

(div u,div v)+ µ(u,v) = (f,v), ∀v ∈H(div)

with respect to different constant values of µ .

µ

Grid 10−9 10−4 10−3 10−2 10−1 1 101 102

93 Additive 15 16 16 17 18 19 21 25

Multiplicative 5 5 5 6 6 6 6 7

183 Additive 15 18 18 19 19 21 23 26

Multiplicative 5 6 7 7 7 8 8 9

273 Additive 15 18 18 19 19 21 24 26

Multiplicative 5 7 7 7 8 8 9 9

Table 1. Number of CG iterations for AMG H(div) preconditioners on the unstructured 3D

tetrahedral mesh. λ = 1 and µ is a different constant for each experiment.

From Table 1, we observe that for different mesh sizes, both additive and mul-

tiplicative preconditioners result in a uniform and small number of CG iterations.

Therefore, the preconditioners in both algorithms are robust with respect to the mesh

size, which agrees with the theoretical results in [12]. Also, the iteration numbers

are fairly robust with respective to the variation of the coefficient µ . From the table,

one may also observe that the multiplicative preconditioner behaves better than the

additive ones.

4.2 Variable Coefficients

In this subsection, we consider cases with variable coefficients. We conduct the ex-

periments on the 3D unit cube [0,1]3, triangulated by a uniform tetrahedron mesh

(c.f. Fig. 1, each small cube is partitioned into six tetrahedrons).
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Fig. 1. Uniform Tetrahedra Meshes

First, we experiment with jumps in µ by considering two regions with constant

values of µ . Specifically, define

Ω0 =

{
(x,y,z) :

1

3
≤ x,y,z≤ 2

3

}
, Ω1 = Ω \Ω0;

let µ ≡ 1 in Ω1 and choose µ = µ0 to be a constant inside Ω0. λ is fixed to be 1

throughout the whole domain Ω . Table 2 reports the number of iterations on different

mesh sizes. Note that the number of iterations are again robust with respect to the

µ0

Grid 10−4 10−3 10−2 10−1 1 101 102 103 104

93 Additive 19 19 19 19 18 19 21 23 23

Multiplicative 6 5 5 5 5 5 6 6 5

183 Additive 19 19 20 18 17 18 20 23 24

Multiplicative 6 6 6 6 5 5 6 6 6

273 Additive 18 19 19 17 17 17 19 22 24

Multiplicative 6 6 6 5 5 5 6 6 6

Table 2. Number of iterations for CG-accelerated AMG on the 3D tetrahedral mesh problem

with jump coefficients. µ0 is defined inside [1/3,2/3]3 and is a different constant for each

experiment, elsewhere µ is 1, and λ ≡ 1.

variation of the coefficient µ .

We now consider a jump in λ . As before, we choose λ = λ0 to be a constant,

which varies for different experiments inside the domain Ω0, and λ = 1 elsewhere.

This time, we fix µ to be 1 in the whole domain Ω . Table 3 reports the number

of iterations on different mesh sizes. In this case, the number of iterations varies a

little bit. This may be due to some mild deficiencies in the underlying standard AMG

solver.
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λ0

Grid 10−4 10−3 10−2 10−1 1 101 102 103 104

93 Additive 31 28 22 19 18 18 18 17 16

Multiplicative 12 11 8 6 5 5 5 5 5

183 Additive 33 29 22 18 17 17 17 16 16

Multiplicative 11 10 8 6 5 5 5 5 5

273 Additive 32 28 21 17 17 16 16 16 16

Multiplicative 10 9 7 6 5 5 5 5 5

Table 3. Number of iterations for CG-accelerated AMG on the 3D tetrahedral mesh problem

with jump coefficients. λ0 is defined inside [1/3,2/3]3 and is a different constant for each

experiment, elsewhere λ is 1, and µ ≡ 1.

4.3 Augmented Lagrangian Iterations

The augmented Lagrangian algorithm presented in Section 3 requires the solution of

a nearly singular H(div) system (11) at each iteration. This implies that the H(div)
solver should be robust with respect to the (penalty) parameter ε. Table 4 shows the

CG-accelerated auxiliary AMG solver for the H(div) system:

(div u,div v)+ ε(u,v) = (f,v), ∀v ∈H(div)

with respect to different ε on structured meshes with different mesh sizes. That is,

take µ = ε in the example in Subsection 4.1. Here we use ε for consistency with Sec-

tion 3. As we can see from this table, both additive and multiplicative preconditioners

are robust with respect to ε.

ε
Grid 10−9 10−4 10−3 10−2 10−1 1 101 102

93 Additive 14 15 15 15 17 18 20 23

Multiplicative 5 5 5 5 5 5 5 6

183 Additive 14 15 15 15 16 17 19 20

Multiplicative 5 5 5 5 5 5 5 5

273 Additive 15 15 15 15 15 17 18 20

Multiplicative 5 5 5 5 5 5 5 5

Table 4. Number of iterations for CG-accelerated AMG on the 3D tetrahedral mesh H(div)
problem. ε is a different constant for each experiment.

Table 5 shows the number of outer iterations for the augmented Lagrangian

method for the mixed formulation of the elliptic equation with respect to different

ε, where we used the auxiliary AMG H(div) solver above to solve the nearly sin-

gular system. The tolerance for the augmented Lagrangian iteration is 10−8. In par-

ticular, according to the theory, the augmented Lagrangian method converges faster
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ε
Grid 10−9 10−4 10−3 10−2 10−1 1 101 102

93 1 2 3 3 4 7 16 83

183 1 2 3 3 4 7 17 87

273 1 2 3 3 5 7 17 88

Table 5. Number of iterations for the augmented Lagrangian method for mixed method for

elliptic equations on a 3D tetrahedral mesh using the H(div) solver. ε is a different constant

for each experiment.

for smaller ε. We observe this phenomenon in Table 5. Most notably, if we choose

ε ≤ 10−9 then only one iteration is needed.

5 Conclusions

In this paper, we discuss the implementation of an AMG based HX-preconditioners

for the H(div) systems on unstructured grids. The numerical experiments show the

robustness and efficiency of the algorithms even in the presence of large jump coeffi-

cients. As an application, we applied these preconditioners to solve the mixed finite

element problem by augmented Lagrangian technique. The numerical experiments

also show the efficiency of this approach.

Acknowledgement. The first author was supported in part by the DOE Office of Science ASCR

Applied Math Research program and by the ASC program at Sandia Laboratories. Sandia is

a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company,

for the United States Department of Energy’s National Nuclear Security Administration un-

der contract DE-AC04-94AL85000. The second author was supported in part by NSF DMS-

0609727, NSFC-10528102 and Alexander von Humboldt Research Award for Senior US Sci-

entists. The third author would like to thank Sandia National Lab for the support in summer

2007, and especially thank Bochev Pavel and Chris Siefert for inspiring discussions. He would

also like to thank his postdoctoral advisor Professor Michael Holst for his encouragement and

support through NSF Awards 0715146 and 0411723.

References

[1] Arnold, D.N., Falk, R.S., Winther, R.: Preconditioning in H(div) and applica-

tions. Math. Comp., 66:957–984, 1997.

[2] Bank, R.E., Welfert, B.D., Yserentant, H.: A class of iterative methods for

solving mixed finite element equations. Numer. Math., 56:645–666, 1990.

[3] Beck, R.: Graph-based algebraic multigrid for Lagrange-type finite elements

on simplicial. Technical Report Preprint SC 99-22, Konrad-Zuse-Zentrum für

Informationstechnik Berlin, 1999.



Auxiliary Preconditioners for Mixed Methods 109

[4] Bochev, P.B., Seifert, C., Tuminaro, R., Xu, J., Zhu, Y.: Compatible gauge

approaches for H(div) equations. In CSRI Summer Proceedings, 2007.

[5] Brezzi, F., Douglas, J., Marini, L.D.: Two families of mixed finite elements for

second order elliptic problems. Numer. Math., 47(2):217–235, 1985.

[6] Brezzi, F., Fortin, M.: Mixed and hybrid finite element methods. Springer, 1991.

[7] Chen, Z., Ewing, R.E., Lazarov, R.D., Maliassov, S., Kuznetsov, Y.A.: Mul-

tilevel preconditioners for mixed methods for second order elliptic problems.

Numer. Linear Algebra Appl., 3(5):427–453, 1996.

[8] Fortin, M., Glowinski, R. Augmented Lagrangian Methods: Application to the

numerical solution of boundary value problems. North-Holland, Amsterdam,

1983.

[9] Gee, M., Siefert, C., Hu, J., Tuminaro, R., Sala, M.: ML 5.0 smoothed ag-

gregation user’s guide. Technical Report SAND2006-2649, Sandia National

Laboratories, 2006.

[10] Hiptmair, R.: Multigrid method for H(div) in three dimensions. Electron.

Trans. Numer. Anal., 6:133–152, 1997.

[11] Hiptmair, R., Schiekofer, T., Wohlmuth, B. Multilevel preconditioned aug-

mented Lagrangian techniques for 2nd order mixed problems. Computing,

57(1):25–48, 1996.

[12] Hiptmair, R., Xu, J.: Nodal Auxiliary Space Preconditioning in H(curl) and

H(div) Spaces. SIAM J. Numer. Anal., 45:2483, 2007.

[13] Kolev, T., Vassilevski, P.: Some experience with a H1-based auxiliary space

AMG for H(curl) problems. Technical Report UCRL-TR-221841, Lawrence

Livermore Nat. Lab., 2006.

[14] Lee, Y., Wu, J., Xu, J., Zikatanov, L. Robust subspace correction methods for

nearly singular systems. Math. Models Methods Appl. Sci., 17(11):1937, 2007.

[15] Raviart, P.A., Thomas, J.: A mixed finite element method fo 2nd order ellip-

tic problems. In I. Galligani and E. Magenes, editors, Mathematical aspects

of the Finite Elements Method, Lectures Notes in Math. 606, pages 292–315.

Springer, Berlin, 1977.
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1 Introduction

A particular class of mechanical systems concerns diffuse non smooth problems for

which unilateral conditions may occur within the whole studied domain. For in-

stance, when contact and friction occur as interactions between a large number of

bodies, such as for granular media, or with tensegrity structures, [14], when cable

slackening may occur on the whole structure.

When such large scale structures are studied, their numerical simulation may take

advantage of using domain decomposition (DD) solvers. We do not consider here an

outer loop for dealing with non linearities and non smoothness that lead to a series

of linear problems, each of them being solved with a classical DD solver as a black

box, but we focus on algorithms that allow us to tackle the non smoothness issue at

the subdomain level, with a single iterative loop. Such approaches have already be

designed for mechanical assemblings with a limited number of unilateral conditions,

[5, 6, 7], or for multicontact situations, [1, 2, 3, 4, 12, 15].

We consider in this article approaches suited to multicontact cases, that focus

on the non smooth interactions by solving them locally on the one hand, and by

solving the global equations on the other hand, iteratively. Among these, one may

consider the LArge Time INcrement (LATIN) approaches, [2, 12, 15], that embed

a multiscale aspect to derive an scalable DD method, and the Non Smooth Contact

Dynamics (NSCD) approaches, genuinely designed for granular media, [10, 13].

Herein, we proposed an approach based on the Gauss-Seidel (or more precisely

Jacobi for parallelization purposes) interpretation, [11], of the NSCD method, em-

bedding the same multiscale description used in the LATIN method, and we design

the solver in the case of a tensegrity grid steady-state simulation.

2 A Multiscale Description

With a given discretized structure (for instance, with finite element for an elastic

problem on a continuum domain, of directly on the equilibrium equations of a truss-
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like elastic problem), there are at least two choices for a partitioning into substruc-

tures. On the one hand, one can split the nodes into different sets, leading to an

interface between two substructures composed by elements linking the nodes of the

two corresponding sets. On the other hand, one can split the elements into differ-

ent sets, leading to an interface defined as shared nodes. The interface behavior is

therefore either the behavior of the shared elements (that may be nonlinear), or the

behavior of the shared nodes. In this last case, unless if unilateral conditions occur at

the interface, [5, 7, 12], the behavior is linear, [3, 15].

This last case is chosen herein. Once the substructuring is performed and the

interfaces between each pair of connected substructures are defined, the multiscale

description is performed at the interface level. For the quasi-static or steady-state

problems we are concerned herein, two dual fields are involved on each interface:

the trace of the substructure displacement, and the forces acting on the interface

from the neighboring substructures. In the case of discrete structures, the interface is

a set of nodes, Figure 1, and the displacement field V on the interface is split into a

macro part (denoted with superscript M) and a micro part (denoted with a superscript

m): V = V M +V m. The macro part is chosen as the average translation, rotation and

extension in the average plane of the interface, [15]. Therefore, it can be defined

with a small number of parameters (9 values per interface in 3D case) stored in a

small vector w: V M = Pw, where P stores the basis vectors of macro space. The dual

field, i.e. the forces on interface, is split in a similar way: F = FM +Fm. The macro

part is also defined with the same small number of parameters, here, the dual macro

quantities f , and we chose the basis macro functions such as FM = P f and PT P is

the identity matrix.

Fig. 1. Element oriented partitioning (left) and perfect discrete interface between the substruc-

tures (right).

3 Preliminary: Linear Elastic Case

Substructure Behavior. If we consider a single substructure E, the actions of its

neighboring interfaces are the forces −FEΓ and the displacement on the boundary

VEΓ . The subscript EΓ is used to denote the assembly of the local interfaces of the

substructure E. The corresponding balance equation is
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Fd
E −FE −CT

EΓ FEΓ = 0, (1)

where CEΓ is a boolean mapping matrix that selects the trace on the local interfaces,

Fd
E are the prescribed external forces, and FE are the internal forces. For an elastic

media, the internal forces can be expressed with the nodal displacement VE via the

stiffness matrix: FE = KEVE .

To prescribe the force equilibrium on each interface, the local forces FEΓ can

be derived from a single field on the global interface (the gathering of all local

interfaces) FΓ with a signed boolean matrix BE as for dual approaches, [8, 9]:

FEΓ = BEFΓ . The dual quantity, the trace of displacement on the local interfaces

is: VEΓ = CEΓ VE .

Interface Behavior. Once the equilibrium of forces on the interfaces is automat-

ically satisfied, their perfect behaviors lead to a displacement continuity:

∑
E

BT
EVEΓ = 0 (2)

Solution Algorithm. The balance equation (1) for the substructure E can be recast

as:

KEVE +CT
EΓ BEFΓ = Fd

E (3)

The first step to design the proposed approach is to condense the information on

the interfaces. For sake of simplicity, we consider here that the stiffness matrix KE

is invertible. If this is not the case, for floating substructures for instance, the same

procedure can be derived, provided that a suited generalized inverse is used. The

gluing condition (2), using (3) to eliminate the internal degrees of freedom, reads:

XFΓ = F̃d (4)

with F̃d = ∑E BT
ECEΓ K−1

E Fd
E and X = ∑E BT

ECEΓ K−1
E CEΓ

T BE

In order to solve this problem, we propose a stationary iterative method based on

the splitting of the global operator X into X = XD− (XD−X). Different choices can

be selected to split X (Jacobi, Gauss-Seidel...), that lead to different algorithms. In

each case, the iterate number i+1 consists in solving: XDF i+1
Γ = F̃d− (X−XD)F i

Γ ,

or when developping F̃d :

XD(F i+1
Γ −FΓ

i) = ∑
E

BT
ECEΓ V i

E (5)

with KEV i
E = Fd

E −CT
EΓ BEF i

Γ .

Splitting Choice. X is a dense operator coupling all the degrees of freedom on the

global interface. XD is similar to a preconditioner, or a search direction. Choosing

for instance a ‘lumped’ approximation on the local interfaces on each subdomain

leads to (XD)−1 = ∑E BT
E(CEΓ KECT

EΓ )BE . An even simpler version uses a constant

scalar stiffness d as: (XD)−1 = ∑E BT
EdIEΓ BE , where IEΓ is the identity matrix on the

boundary degrees of freedom of the subdomain E. In such a case, due to the fact that

the global interface is merely the gathering of all the local interfaces, ∑E BT
EBE =
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2IEΓ and (XD)−1 = 2d IΓ . Applying (XD)−1 to a vector simply leads to explicit and

local computations on each interface independently.

Multiscale Approach. Up to this point, no multilevel feature is involved in the

previous algorithm. To do so, the micro-macro description of Section 2 should be

used. We propose here to enforce the continuity of the macro displacement and the

equilibrium of the macro forces at each iteration, while it is satisfied previously only

when the solution has converged. Therefore, for the interfaces connected to each sub-

structure E, the macro generalized forces are supposed to be extracted from a unique

macro vector defined on the global interface: fEΓ = cE fΓ , where cE is a signed

boolean matrix selecting the entries in fΓ . The dual quantity is the gap of macro

displacements on interfaces wΓ = ∑E cT
EwEΓ . The macro displacement continuity on

interfaces gives wΓ = 0, which reads:

∑
E

cT
EPT

EΓ CEΓ VE = 0 (6)

This constraint is therefore to be prescribed at each iteration for the displacement

field V i
E in (5), for which fΓ is the associated Lagrange multiplier. Therefore, the

displacement V i
E is now obtained by solving:

{
KEVE = Fd

E −CT
EΓ BEFΓ −CT

EΓ PEΓ cE fΓ

∑E cT
EPT

EΓ CEΓ VE = 0
(7)

The local condensation on fΓ for each substructure, and the assembly in (6) leads

to the macroscopic (coarse) problem:

LΓ fΓ = ∑
E

cT
EPT

EΓ CEΓ K−1
E (Fd

E −CT
EΓ BEFΓ ) (8)

with LΓ = ∑E cT
EPT

EΓ CEΓ K−1
E CT

EΓ PEΓ cE which is explicitly assembled to maintain

the globality of the coarse problem. The size of LΓ corresponds to the number of

macro degrees of freedom involved in the coarse problem.

With a given approximation of the solution (F i
Γ ,V i

E , f i
Γ ), one iteration provides

the update (F i+1
Γ ,V i+1

E , f i+1
Γ ):

• During the ‘local stage’, F i+1
Γ is computed using (5), locally on each interface:

F i+1
Γ = (XD)−1 ∑

E

BT
ECEΓ V i

E +FΓ
i (9)

• During the ‘coarse step’, the macro problem is solved to get f i+1
Γ

LΓ f i+1
Γ = ∑

E

cT
EPT

EΓ CEΓ K−1
E (Fd

E −CT
EΓ BEF i+1

Γ ) (10)

• During the ‘global step’ per subdomain E independently, V i+1
E is updated by

solving:

KEV i+1
E = Fd

E −CT
EΓ BEF i+1

Γ −CT
EΓ PEΓ cE f i+1

Γ (11)
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4 Nonsmooth Case: a Tensegrity Grid

Tensegrity Structures. Tensegrity systems are reticulated spatial structures consti-

tuted with rectilinear elements such as ‘cables’ or ‘bars’, [14]. Bars are subjected to

compression loading, while cables are subjected to traction loading. Joining elements

are perfect articulations called ‘nodes’. These systems allow for selfstressed states,

i.e. stress states that satisfy the equilibrium without external loading. These stress

states are mandatory to ensure the overall structure rigidity. The reference problem

is herein related to the static behavior of such a structure, with a small perturbation

assumption.

Model of a Tensegrity Structure. In the case of a tensegrity structure, the equilib-

rium (1) remains identical, but the internal forces arise from the internal tension (or

compression) rE in the elements (or the links) that constitute the structure: the cables

(with a superscript c) or the bars (with a superscript b)

FE = HErE = Hc
Erc

E +Hb
Erb

E (12)

where HE is a mapping from the link set to the node set.

Additionally, the trace of nodal displacement VEΓ = CEΓ VE remains identical,

but we add the length variation of the links, eE as the dual quantity of the strength

rE :

eb
E = Hb

E

T
VE and ec

E = Hc
E

TVE (13)

The interface behavior (2) holds again, but the constitutive relations of the links

are a linear elastic behavior for the bars,

rb
E + rb

E

0
= kb(e

b
E + eb

E

0
), (14)

and a nonsmooth complementary condition for the cables, [15],

0≤ τc
E ⊥ λ c

E ≥ 0 (15)

where τc
E = rc

E + rc
E

0 and λ c
E = −ec

E + k−1
c rc

E = −(ec
E + ec

E
0) + k−1

c (rc
E + rc

E
0). The

superscript 0 denotes the prestress or prestrain that have to be initially prescribed for

the structure to exhibit stiffness.

Multiscale Solver. With (12), (13), (14) and (15), the equilibrium reads:

KEVE +CT
EΓ BEFΓ +Hc

Ekcλ c
E = F̃d

E , (16)

with the stiffness matrix of the underlying truss KE = Hb
EkbHb

E

T
+Hc

EkcHc
E

T , and the

given right hand side F̃d
E = Fd

E −Hb
Ekbeb

E

0
.

As for the linear case, the first step consists in condensing the problem on the

local interface quantities, but keeping the variable λ c
E traducing the nonsmooth inter-

action as an unknown, using (16) and (2):

XFΓ +∑
E

BT
ECEΓ K−1

E Hc
Ekcλ c

E = ∑
E

BT
ECEΓ K−1

E F̃d
E , (17)
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with X = ∑E BT
ECEΓ K−1

E CEΓ
T BE .

Additionally, one must keep the local nonsmooth relationship traducing the be-

havior of the cables: condensing the equilibrium (1) on cable quantities, while keep-

ing the constitutive equation (15) leads to the Linear Complementary Problem (LCP)

with (λE ,τE) as unknowns (and parametrized by FΓ ):

{
WEλ c

E − τc
E =−Hc

E
T K−1

E F̃d
E +Hc

E
T K−1

E CT
EΓ BEFΓ − rc

E
0

0≤ τc
E ⊥ λ c

E ≥ 0
(18)

where WE = kc IE − kcHc
E

T K−1
E Hc

Ekc (IE is the identity matrix), is the linear part of

the relationship, [15].

As for the linear case, the left hand side X is split, and so is the (local per subdo-

main) operator WE : WE = W D
E − (W D

E −WE). The proposed algorithm iterates both

on interface forces FΓ and on the nonsmooth pair of variables (λE ,τE). Knowing

quantities with a superscript i, one iteration will give the update, with superscript

i+1, such as:

{
W D

E λ i+1
E − τ i+1

E = W D
E λ i

E − kcλ i
E − kcHc

E
TV i

E − rc
E

0

0≤ τ i+1
E ⊥ λ i+1

E ≥ 0
(19)

for the nonsmooth part, and (5), that remains unchanged, for the interface part, where

V i
E satisfies KEV i

E = F̃d
E −CT

EΓ BEF i
Γ −Hc

Ekcλ i
E .

Splitting Choice. WE is a global operator on each subdomain. Choosing a di-

agonal W D
E leads to independant LCP on each cable; for instance, one can select

W D
E = kc IE . Other choices are obviously possible.

This constitutes the monolevel algorithm, whose multilevel version is obtained

with a similar procedure as already done for the linear case. With a given approxi-

mation of the solution (F i
Γ ,V i

E ,λ i
E ,τ i

E , f i
Γ ), one iteration provides the update:

• During ‘local stage’, F i+1
Γ is computed locally on each interface:

F i+1
Γ = (XD)−1 ∑

E

BT
ECEΓ V i

E +F i
Γ (20)

and (λ i+1
E ,τ i+1

E ) is computed locally on each subdomain E by solving the nons-

mooth but local problem:

{
W D

E λ i+1
E − τ i+1

E = W D
E λ i

E − τ i
E

0≤ τ i+1
E ⊥ λ i+1

E ≥ 0
(21)

• During the ‘coarse step’, the macro multiplier f i+1
Γ is obtained by solving the

coarse problem:

LΓ f i+1
Γ = ∑

E

cT
EPT

EΓ CEΓ K−1
E (Fd

E −CT
EΓ BEF i+1

Γ −Hc
Ekcλ i+1

E ) (22)
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• During the ‘global step’ per subdomain E independently, V i+1
E is updated by

solving:

KEV i+1
E = F̃d

E −CT
EΓ BEF i+1

Γ −CT
EΓ PEΓ cE f i+1

Γ −Hc
Ekcλ i+1

E (23)

At to this point, the algorithm is on its way to be tested and compared with

previous algorithm based on a LArge Time INcrement approach, [15].

5 Conclusions

The proposed method constitutes a first attempt to combine a multilevel Domain

Decomposition technique with a Non Smooth Gauss-Seidel (NSGS) type algorithm.

The NSGS algorithm is classically associated with the Non Smooth Contact Dynam-

ics approach and provides a robust solver for the simulation of dense granular media

involving not only unilateral contact but also frictional contact or more general local-

ized interactions. The multilevel DD technique ensures the scalability of the solver

to deal with large-scale mechanical systems. Moreover the multiscale approach may

allow replacing the fine description of some subdomains by their homogenized be-

havior under additional assumptions. The simulation cost of large-scale systems as

granular media may be drastically decreased. For that the previous solver may be ex-

tended to dynamical problems without conceptual difficulty. Nevertheless the mean-

ing of the homogenized coarse problem has to be investigated. From a computational

viewpoint the chosen formulation, close to the FETI approach, suggests to replace

the stationary iterative method by a conjugate gradient algorithm. The projected con-

jugate gradient method developed in [16] for granular media in sub domains would

be usefully combined with the conjugate gradient algorithm of the standard FETI

method for solving the interface problem in linear problems. Such a combination

may provide a more efficient solver even if the non smoothness does not preserve

the conjugating property from one iteration to the following one. A large range of

numerical tests have to be performed to validate this strategy.
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1 Introduction

In this paper, a new solution methodology based on the FETI-2LM method for non

conforming grids is introduced. Thanks to the regularizing properties of the Robin

interface matching conditions of the FETI-2LM method, each non conforming con-

dition can be localized inside one subdomain, in such a way that the FETI-2LM

method applies exactly in the same way as in the conforming case.

The paper is organized as follows: section 2 recalls the principle of FETI-2LM

method, section 3 briefly describes the mortar method for non conforming domains,

the new methodology for localizing the multi-point constraints on the non conform-

ing interface derived from the mortar method is introduced in section 4 and section 5

generalizes the methodology in the case of multi-level splitting of a mesh including

a non conforming interface.

2 FETI-2LM method

2.1 Discrete Approach

Consider the linear problem Kx = b arising from a finite element discretization of

a PDE. The mesh of the entire domain is split in two meshes like in Fig.1, the two

subdomains are denoted by Ω1 and Ω2, and their interface by Γ3. Then, the global

stiffness matrix and right hand sides have the following block structure:

K =




K11 0 K13

0 K22 K23

K31 K32 K33


 , b =




b1

b2

b3


 (1)

and the subdomain stiffness matrices and right hand sides are:

K1 =

[
K11 K13

K31 K
(1)
33

]
, y1 =

[
b1

b
(1)
3

]
K2 =

[
K22 K23

K32 K
(2)
33

]
, y2 =

[
b2

b
(2)
3

]
(2)
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Ω1 Ω2

Γ3

Fig. 1. Two meshes with interface.

with K
(1)
33 +K

(2)
33 = K33 and b

(1)
3 +b

(2)
3 = b3.

The FETI-2LM method [3] is based on introducing independent generalized

Robin boundary conditions on interface Γ3. Discretized local Robin problem takes

the following form:

[
Kii Ki3

K3i K
(i)
33 +A

(i)
33

][
xi

x
(i)
3

]
=

[
bi

b
(i)
3 +λ

(i)
3

]
(3)

To be the restrictions in the subdomains of the solution of the global problem, the

solutions of the local problems must first satisfy the discrete continuity condition:

x
(1)
3 − x

(2)
3 = 0 (4)

The second interface matching condition, that is a discrete condition of equilib-

rium, is nothing else than the last row of the global discrete system:

K31x1 +K32x2 +K33x3 = b3 (5)

Note that these two conditions can be derived by simple algebraic manipulation

from any linear system of equations whose matrix has the block form of (1).

Given the splitting of block matrix K33 and of vector b3, the discrete equilibrium

equation (5) can be rewritten as:

K31x1 +K32x2 +K
(1)
33 x

(1)
3 +K

(2)
33 x

(2)
3 = b

(1)
3 +b

(2)
3 (6)

Since the last row of the discrete Robin problem (3) gives:

K3ixi +K
(i)
33 x

(i)
3 +A

(i)
33x

(i)
3 = b

(i)
3 +λ

(i)
3 (7)

equation (6) can be alternatively written as:

A
(1)
33 x

(1)
3 +A

(2)
33 x

(2)
3 = λ

(1)
3 +λ

(2)
3 (8)

Finally, the two discrete interface conditions (4) and (8) can be combined to give

the equivalent mixed equations:
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A
(1)
33 x

(2)
3 +A

(2)
33 x

(2)
3 = λ

(1)
3 +λ

(2)
3

A
(1)
33 x

(1)
3 +A

(2)
33 x

(1)
3 = λ

(1)
3 +λ

(2)
3

(9)

By eliminating inner unknowns in the discrete Robin problem (3), the relation

between the trace of the solution on interface x
(i)
3 and the discrete augmented flux

λ
(i)
3 can be explicitly computed:

(K
(i)
33 −K3iK

−1
ii Ki3 +A

(i)
33)x

(i)
3 = λ

(i)
3 +b

(i)
3 −K3iK

−1
ii bi (10)

Denote by S(i) = (K
(i)
33 −K3iK

−1
ii Ki3), the Schur complement matrix and by c

(i)
3 =

b
(i)
3 −K3iK

−1
ii bi, the condensed right-hand-side.

Replacing x
(1)
3 and x

(2)
3 by their values as function of λ

(1)
3 and λ

(2)
3 derived from

equation (10) in the mixed interface equations (9), leads to the condensed interface

problem associated to the FETI-2LM method:

[
I I− (A

(1)
33 +A

(2)
33 )(S(2) +A

(2)
33 )−1

I− (A
(1)
33 +A

(2)
33 )(S(1) +A

(1)
33 )−1 I

][
λ

(1)
3

λ
(2)
3

]

=

[
(S(2) +A

(2)
33 )−1c

(2)
3

(S(1) +A
(1)
33 )−1c

(1)
3

]
(11)

2.2 Optimal Interface Operator

FETI-2LM method consists in solving the condensed interface problem (11) via a

Krylov space method. Of course, the gradient is not computed using explicit formula

(11) but using the implicit one (9) where x
(1)
3 and x

(2)
3 are computed by solving the

local Robin problems (3).

The main ingredient for the method to be effective is the choice of the operator

A
(i)
33 associated with the generalized Robin condition. Analysis of the condensed in-

terface problem (11) clearly shows that the optimal choice consists in taking in each

subdomain the Schur complement of the rest of the domain:

A
(1)
33 = S(2) A

(2)
33 = S(1) (12)

With such a choice, the matrix of the condensed interface problem (11) in the 2-

subdomain case is simply the identity matrix and the method is then a direct solver.

In practice the Schur complement is of course too expensive to compute and,

since it is a dense matrix, using it would also give a very large bandwidth to the stiff-

ness matrices of the local generalized Robin problems. Sparse approximation of the

Schur complement must be used. A purely algebraic methodology has been devel-

oped in [5]. It consist in building the approximate Schur complement by assembling

exact Schur complements computed on small patches along the interface.
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3 Mortar Method

Lagrange multiplier based domain decomposition methods have been extended to the

case on non-conforming meshes, especially with the mortar method [1]. At the con-

tinuous level, the principle of the method consists in introducing a weak formulation

of the interface continuity condition:
∫

Γ3

(u1−u2)µ = 0 ∀ µ ∈W (13)

where ui is the solution in subdomain Ωi of the continuous PDE and W is a suitable

set of Lagrange multipliers.

Ω1
Γ3 Ω2

Fig. 2. Non-conforming interfaces.

For the discrete non-conforming case, optimal approximation results have been

proved for elliptic second order PDEs when W is the mortar space of one of the two

neighboring subdomains.

For instance, for a 2-D problem and linear finite element space V , the mortar

space is a subset of the set of the traces on interface Γ of functions belonging to V ,

consisting of functions that are piecewise constant on the last segments of Γ , like in

Fig. 3.

Γ

Tr(u) ∈ Tr(V )

λ ∈ W

Fig. 3. Mortar space in 2-D for linear elements.

Suppose that, like in Fig. 2, the mortar side is Ω1, then the global mixed prob-

lem associated with the weak formulation (13) of the continuity constraint takes the

following discrete form:



K1 0 Bt
1

0 K2 Bt
2

B1 B2 0






ξ1

ξ2

λ


=




y1

y2

0


 with ξ1 =

[
x1

x
(1)
3

]
, ξ2 =

[
x2

x
(2)
3

]
, (14)
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B1 = M31R1 and B2 =−M32R2. The Ri matrix is the restriction from subdomain Ωi

to its interface ∂Ωi, and the M3i matrix is the mass matrix obtained by integration

of products of mortar basis functions (living on Γ3) and traces on ∂Ωi of the basis

functions of Vi associated with the degrees of freedom of ∂Ωi.

The FETI method can be applied for solving the global problem (14) [4]. The

only difference with the conforming FETI method lies in the fact that, since the

Bi matrices are not signed boolean matrices any more, the preconditioning phase

must include a scaling taking into account the inhomogeneity induced by the Bi

matrices [2].

4 A FETI-2LM Method for Non-conforming Interfaces

In order to avoid dealing with non-conforming interfaces, the multi-point constraints

associated with the discrete weak continuity condition:

B1ξ1 +B2ξ2 = 0 (15)

may be included inside one subdomain. This means that the targeted subdomain must

annex the interface degrees of freedom of the neighboring subdomain. In the case of

Fig. 4, it is subdomain Ω2. The opposite choice could be made as well.

Ω1 Ω2Γ3
Γ3

Fig. 4. Inclusion of non-conforming interface in one subdomain.

Then the actual interface between subdomain Ω1 and extended subdomain Ω2 is

conforming and the weak condition (15) gives multi-point constraints for inner de-

grees of freedom of extended subdomain Ω2. This means that the new local stiffness

matrices are:

[
K1

]



0 0 Mt
31

0 K2 Bt
2

M31 B2 0


 (16)

The restriction matrix R1 is not present in the mixed matrix of the extended sub-

domain Ω2 since only the interface degrees of freedom of Ω1 have been annexed.
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The main apparent issue with this approach is the fact that the matrix of the

extended subdomain Ω2 is highly singular since the annexed degrees of freedom have

no stiffness. But, thanks to the generalized Robin conditions on the interface with the

FETI-2LM method, each local stiffness matrix is augmented by an approximation of

the Schur complement on the interface of the stiffness matrix of the neighboring

subdomain:

S(1) = K
(1)
33 −K31K−1

11 K13 S(2) =
[

0 Mt
31

][K2 Bt
2

B2 0

]−1 [
0

M31

]
(17)

If A
(1)
33 ≈ S(2) and A

(2)
33 ≈ S(1) are approximations of the Schur complements de-

fined in equation (17), the augmented stiffness matrices of the generalized Robin

problems of the FETI-2LM method are:

[
K1 +Rt

1A
(1)
33 R1

]



A
(2)
33 0 Mt

31

0 K2 Bt
2

M31 B2 0


 (18)

None of these matrices is singular any more, in the case where A
(1)
33 = S(2) and

A
(2)
33 = S(1), since they are obtained by eliminating unknowns of Ω2 or inner un-

knowns of Ω2, in the well posed global problem (14). The same property holds in

general, provided that A
(1)
33 and A

(2)
33 are consistent enough approximations of S(2)

and S(1).

The procedure developed in [5] for computing algebraic approximation of the

Schur complement applies without any modification to the case where the local ma-

trix has a mixed form, like the matrix of the extended subdomain Ω2 in (17).

5 Localization of Non-conforming Interface Matching Conditions

In most cases, non-conforming interfaces exist only for engineering or geometri-

cal reason in a limited area of the computational domain. There can be only one

non-conforming interface which splits the entire domain into two unbalanced sub-

domains. In order to get enough subdomains for the domain decomposition solver

to be efficient, each initial non-conforming domain must be split into smaller subdo-

mains in such a way that the total number of subdomains is large enough and that the

subdomains are balanced.

Therefore, the initial non-conforming interface may be split into several inter-

faces. Since each non-conforming interface matching conditions couples several de-

grees of freedom on each side of the interface, it frequently happens that a multi-point

constraint associated with a mortar Lagrange multiplier involves degrees of freedom

located in more than one subdomain on each side of the non-conforming interface.

This leads to a very serious implementation issue since the FETI methods require

that each interface connects one subdomain only on each side.
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A solution consists in localizing all degrees of freedom associated with a mortar

Lagrange multiplier on each side of the non conforming interface to a single subdo-

main. This means that some degrees of freedom must be annexed by one neighboring

subdomain located on the same side of the non-conforming interface, like in Fig. 5,

in which Ωi j denotes jth subdomain arising from the splitting of initial domain Ωi.

Ω11
Γ3 Ω21

Ω12 Ω22

Fig. 5. Localization of non-conforming interface degrees of freedom.

Once again, this procedure adds degrees of freedom with no stiffness, e.g., sub-

domain Ω11. But the generalized Robin boundary condition on the conforming in-

terface between Ω11 and Ω12 adds the necessary regularizing terms. And since the

FETI-2LM method ensures exact continuity of the solutions along a conforming in-

terface, the value of the solution in Ω11 for the annexed degrees of freedom of Ω12

is exactly the same as in Ω12.

Thanks to this technique, the initial single non-conforming interface can be split

into several non-conforming interfaces, each of them coupling only one subdomain

on each side. Therefore, the methodology introduced in section 4 can be applied on

each of them.

6 Conclusion

The methodology presented in this paper allows the localization of each multi-point

constraint associated with non-conforming interface matching conditions in one sub-

domain. This localization is to be made in a pre-processing phase. It allows any

multi-level splitting of a mesh including a non-conforming interface without any

modification in the formulation of the non conforming interface matching condi-

tions.

Thanks to this localization, the FETI-2LM method with the automatic algebraic

computation of approximate optimal generalized Robin interface conditions can be

implemented without any change from the standard conforming case.

This methodology has been successfully implemented for test problems. Com-

parison must be made now, in term of convergence speed, between this new non-

conforming FETI-2LM method and the classical non-conforming FETI-1LM.
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Summary. We present a new inexact nonsmooth Newton method for the solution of convex

minimization problems with piecewise smooth, pointwise nonlinearities. The algorithm con-

sists of a nonlinear smoothing step on the fine level and a linear coarse correction. Suitable

postprocessing guarantees global convergence even in the case of a single multigrid step for

each linear subproblem. Numerical examples show that the overall efficiency is comparable to

multigrid for similar linear problems.

1 Introduction

We consider the minimization problem

u ∈ Rn : J(u)≤ J(v) ∀v ∈ Rn (1)

where J : Rn→ R∪{∞} is given by

J(v) =
1

2
〈Av,v〉−〈b,v〉+ϕ(v), ϕ(v) =

n

∑
i=1

ϕi(vi) (2)

for a symmetric positive definite matrix A∈Rn×n and convex, lower semicontinuous

and proper functions ϕi : R→R∪{∞}. We will assume that each ϕi is C2 on a finite

number of disjoint intervals Ik
i ⊂ R having the property

domϕi = {x : ϕi(x) < ∞}=
mi⋃

k=1

Ik
i .

Under the above assumptions J is strictly convex, lower semicontinuous, proper, and

coercive. Thus (1) has a unique solution [5].

For quadratic obstacle problems the ideas of active-set methods and monotone

multigrid have been combined recently to the Truncated Nonsmooth Newton Multi-

grid (TNNMG) method [6]. Inspired by [7], we generalize this method to non-

quadratic nonsmooth energies (2) resulting in a novel globally convergent multigrid
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method. While our approach is more flexible and significantly easier to implement

than the algorithm in [7] the numerical examples indicate that it is comparable to

linear multigrid for reasonable initial iterates which can be obtained, e.g., by nested

iteration.

2 A Nonsmooth Newton Method

Problem (1) can be equivalently formulated as the following inclusion

(A+∂ϕ)(u) ∋ b, (3)

where the subdifferential ∂ϕ of ϕ is the set-valued diagonal operator given by

(∂ϕ(v))i = ∂ϕi(vi). Similar to the linear case ϕ = 0 the nonlinear Gauß-Seidel

method uk+1 = uk +Fuk defined by successive minimization of J in the coordinate

directions can be represented by the operator

F(v) = (D+L+∂ϕ)−1(b−Rv)− v,

where we have used the splitting A = D+L+R in the diagonal, left, and right parts.

Using a monotonicity argument it can be shown that the nonlinear Gauß-Seidel

method converges globally to the solution of (1) [7]. Unfortunately, as in the lin-

ear case, the convergence rates deteriorate rapidly if A is a differential operator dis-

cretized on finer and finer grids.

It follows from the global convergence of the Gauß-Seidel method that the orig-

inal problem (3) is equivalent to the fixed-point equation

F(u) = 0 (4)

for the operator F which is single-valued and Lipschitz continuous. This suggests to

use a nonsmooth Newton approach for (4) which leads to methods

uk+1 = uk−H(uk)−1F(uk) (5)

where H(uk) is a generalized linearization of F. In order to construct such H(uk) we

first derive a linearization of fi = (Aii +∂ϕi)
−1 : R→R. Since fi is strictly monotone

and Lipschitz continuous it is differentiable almost everywhere by Rademacher’s

theorem [9]. An element of the generalized Jacobian in the sense of Clarke [3] is

given by

∂ fi(x) =

{
0 if ∂ϕi( fi(x)) is set-valued,

(aii +ϕ ′′i ( fi(x)))
−1 else.

(6)

For ϕ ′′i we use either the derivative from the left or from the right and (aii +
ϕ ′′i ( fi(x)))

−1 is set to zero if both one-sided derivatives tend to infinity.

Given an index set J ⊂ {1, . . . ,n} and a matrix or vector (n× 1 matrix) M we

introduce the following notation for truncated versions of M
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(MJ)i j =

{
Mi j for i ∈ J

0 else,
(MJ,J)i j =

{
Mi j for i, j ∈ J

0 else.

Assuming a chain rule elementary computations lead to a linearization of F given by

∂F(v) =−
(
D+L+ϕ ′′(v+Fv)I(v+Fv)

)−1
RI(v+Fv)− I (7)

with the index set of inactive components

I(v) =
{

i : ∂ϕi(vi) is single-valued and ϕ ′′i (vi) is finite
}

.

Theorem 1. If H(uk) = ∂F(uk) is used in a nonsmooth Newton step (5) the resulting

iteration can be equivalently rewritten as the following two-step method

uk+ 1
2 = uk +F(uk), (8)

uk+1 = uk+ 1
2 +C(uk+ 1

2 ), (9)

with the linear correction

C(v) =−
(
J′′(v)I(v),I(v)

)−1
J′(v)I(v). (10)

The proof of Theorem 1 is straightforward using the fact that C(uk+ 1
2 )i = 0 for

i /∈ I(uk+ 1
2 ). For obstacle problems it can be found in [6].

Remark 1. By restriction to the i ∈ I(v) each ϕi in (9) has a classical first derivative.

The second derivatives of ϕi are meant in the sense explained after (6).

Even though linearization of ∂J in (9) is restricted to locally smooth components

the derivatives of ϕi might get very large leading to ill-conditioned linear systems

and slow multigrid convergence. Therefore we may restrict the linearization further,

e.g., to

I(v) =
{

i ∈ I(v) : |ϕ ′′i (x)−ϕ ′′i (y)| ≤C|x− y| ∀x,y ∈ [vi−δ ,vi +δ ]
}

for a large constant C and a small δ .

Remark 2. Replacing I by some I ⊂ I leads to a truncated linearization ∂F defined

analogously to (7). Theorem 1 remains true for H(uk) = ∂F(uk) if I is replaced by I.

Due to the leading nonlinear Gauß-Seidel step (8) global convergence can be

shown if J(uk+1) ≤ J(uk+ 1
2 ) [7]. Thus the introduction of suitable damping param-

eters in (9) leads to global convergence. However, very small damping parameters

slowing down the convergence may be necessary if uk+ 1
2 +C(uk+ 1

2 ) /∈ dom(J) = {v :

J(v) < ∞}. To overcome this problem we apply damping to a projected correction.

If, additionally, we introduce inexact evaluation of C represented by the error εk the

algorithm reads
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uk+ 1
2 = uk +F(uk), (11)

uk+1 = uk+ 1
2 +ρkPk(C(uk+ 1

2 )+ εk), (12)

where Pk is the component-wise Euclidean projection onto dom(J)−uk+ 1
2 and ρk is

computed by the line search

ρk = argmin
ρ∈R

J(uk+ 1
2 +ρPk(C(uk+ 1

2 )+ εk)).

Since this algorithm satisfies J(uk+1) ≤ J(uk+ 1
2 ) for arbitrary εk the following con-

vergence result holds [7].

Theorem 2. For every u0,εk ∈ Rn the uk converge to the solution u of (3).

3 Multigrid

Now we consider the fast and inexact solution of the system (10) by multigrid meth-

ods. Since the matrix is symmetric and positive definite on the subspace

V k = {v ∈ Rn : vi = 0 ∀i /∈ I(uk+ 1
2 )} (13)

standard linear multigrid methods like successive or parallel subspace correction

with standard transfer operators for problems in Rn can be applied if the following

two modifications are introduced:

• If a diagonal element in a matrix is zero the subspace correction for the corre-

sponding subspace should be zero as well. This may happen on all levels since

the fine matrix has zero rows and columns.

• After the sum of all coarse corrections is prolongated to the fine space Rn all

components i /∈ I(uk+ 1
2 ) should be set to zero.

With these two modifications each correction in a subspace U of Rn is now naturally

a correction in the Euclidean projection Uk of U onto V k. Hence the subspace cor-

rection method automatically minimizes in suitable subspaces of V k without explicit

construction of these subspaces or their basis functions.

Since there is no need to solve the systems (10) to a certain accuracy applying a

single multigrid step is enough to achieve global convergence. The resulting overall

algorithm consists of nonlinear smoothing on the fine level and linear multigrid for

a reduced linearization. As a generalization of the algorithm in [6] we call it Trun-

cated Nonsmooth Newton Multigrid (TNNMG). The algorithm is open to various

modifications, e.g.:

• Additional nonlinear smoothing before the linear correction

• Linear smoothing on the fine level can be omitted.

• Alternative smoothers can be applied to the linear correction.
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Fig. 1. Two-body contact problem. a) Schematic view; b) solution; c) vertical cut through the

von-Mises stress field; d) error per number of iterations.

4 Example I: Two-Body Contact in Linear Elasticity

We will now show how the algorithm can be used to efficiently solve multi-body

contact problems in linear elasticity. Consider two disjoint domains Ω1, Ω2 in

Rd ,d ∈ {2,3}, discretized by simplicial grids. The boundary Γi = ∂Ωi, i ∈ {1,2},
of each domain is decomposed in three disjoint parts Γi = Γi,D ∪ Γi,N ∪ Γi,C. Let

fi ∈ (L2(Ωi))
d , i ∈ {1,2}, be body force density fields, and ti ∈ (H−1/2(Γi,N))d

be fields of surface traction. The two contact boundaries Γi,C are identified using

a homeomorphism Φ : Γ1,C → Γ2,C and the initial distance function g : Γ1,C → R,

g(x) = ‖Φ(x)− x‖ is defined.

Let Vh be the space of first-order d-valued Lagrangian finite element functions on

Ω1∪Ω2 and {mλ} the nodal basis in Vh. We denote the basis functions belonging to

the ni
C nodes of the contact boundaries Γi,C, i ∈ {1,2} by {mλ i

C}, the corresponding

coefficients in a vector v by vi
C and the basis functions for the remaining nI nodes

by {mλI}. The two-body contact problem can then be written as a minimization

problem with a quadratic part as in (1) and n = d(nI + n1
C + n2

C). Here A and b

are the stiffness matrix and right-hand-side vector of linear elasticity, respectively.

The nonlinearity is the characteristic functional ϕ = χK of the mortar discretized

admissible set

K = {v ∈ Rdn | NDv1
C−NMv2

C ≤ g} (14)

with a sparse mass matrix M, a diagonal mass matrix D, a matrix N which contains

the domain normals, and the weak obstacle g. Contrary to (1) χK does not have

pointwise structure. To overcome this we introduce the transformed basis [11]

{m̃λ}= OB{mλ}=




I 0 0

0 OC 0

0 0 I






I 0 0

0 I 0

0 (D−1M)T I






mλI

mλ 1
C

mλ 2
C


 .

In this basis, we get a minimization problem of the form (1) with a matrix Ã =
OBABT OT , a right-hand side b̃ = OBb and

ϕ̃p,0(vp,0) =

{
0 vp,0 ≤ (D−1g)p, p is vertex on Γ1,C

∞ else.
(15)
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The matrix OC is block-diagonal. For each vertex p on Γ1,C, the d× d diagonal en-

try (OC)pp contains the Householder reflection which maps the first canonical basis

vector of Rd onto the domain normal at p. Due to the point-wise structure (15), a

projected block Gauß-Seidel scheme converges. For the coarse grid correction (10)

we compute

J′′(v)I(v),I(v) = ÃI(v),I(v) and J′(v)I(v) =
[
Ãv− b̃

]
I(v)

,

and apply one linear multigrid step to this.

Remark 3. For the transition from the finest to the second finest grid level the stan-

dard multigrid prolongation operator P is replaced by P̃ = OB−1P. That way, dis-

cretization on the coarser levels is with respect to the nodal basis. Truncation and

the transforming prolongation P̃ can be combined in a single operator. This avoids

having to store two fine-grid matrices.

As an example geometry we use the Visible Human data set [1]. We assume

bone to be an isotropic, homogeneous, linear elastic material with E = 17 GPa and

ν = 0.3. The bottom section of the proximal tibia is clamped and a downward dis-

placement of 6 mm is prescribed on the upper section of the femur (see Fig. 1, left).

The implementation is based on the DUNE library [2].

We compare the numerical efficiencies of our solver and a monotone multigrid

method (MMG), which is currently the fastest known globally convergent solver for

two-body contact problems [8, 11]. It is well known that the MMG degenerates to a

linear multigrid method once the active set has been found and hence shows linear

multigrid convergence asymptotically.

We use nested iteration on two adaptive grids with 44777 vertices in total. Er-

rors are computed by comparing with a precomputed reference solution u∗. The

error ei = ‖ui − u∗‖A is plotted in Fig. 1. As expected, both the TNNMG and

the MMG asymptotically show a linear multigrid convergence speed. However, the

MMG needs more than 80 iterations to reach the asymptotic phase (see [10] for an

explanation), whereas the TNNMG enters the asymptotic phase immediately. Note

that iteration counts can be compared directly because both methods do a similar

amount of work per iteration.

Remark 4. For two-body contact problems, the TNNMG is considerably easier to

implement than the monotone multigrid method. See [10] for details.

5 Example II: The Allen-Cahn Equation

The Allen-Cahn equation is a well established diffuse interface model for phase

transition phenomena as, e.g., solidification or crystallographic transformations. It

can alternatively be interpreted as a regularization of the sharp interface geomet-

ric PDE for mean curvature flow (cf. [4]). The model considers an order parameter

u : Rd ⊃ Ω → [−1,1] where the interval boundaries correspond to the pure phases,

and is based on the Ginzburg-Landau energy
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E(u) =
∫

Ω

(
ε

2
|∇u|2 +

1

ε
ψ(u)

)
dx. (16)

In the following, the potential ψ is taken to be

ψ(u) =
1

2
θ

(
(1+u) ln

(
1+u

2

)
+(1−u) ln

(
1−u

2

))

︸ ︷︷ ︸
=:ϕθ (u)

+
1

2
θc

(
1−u2

)

which for temperatures θ less than some critical value θc takes on the characteristic

double-well shape. The Allen-Cahn equation

εut = ε∆u− ε−1ψ ′(u) (17)

results as the L2-gradient flow of (16). For a given triangulation T of the domain

Ω , which for simplicity we will assume to be a polygonal domain in R2, let VT

denote the space of continuous piecewise linear finite elements, N the set of nodes

and {λp| p ∈ N} ⊂ VT the nodal basis. Time discretization by an unconditionally

stable semi-implicit Euler scheme with timestep τ and subsequent finite element

discretization of (17) yields the variational problem

uk ∈VT : a(uk,v)− ℓk(v)+
τ

ε2
(ϕ ′θ (uk),v)T = 0 ∀v ∈VT (18)

to be solved in the kth time step. Here (·, ·)T denotes the lumped L2-product on VT .

Furthermore

ℓk(v) =

(
1+

θcτ

ε2

)
(uk−1,v)T, a(v,w) = τ(∇v,∇w)+(v,w)T

are a linear functional and a symmetric, positive definite bilinear form, respectively.

Thus (18) is equivalent to the minimization problem in VT for

J(v) =
1

2
a(v,v)− ℓk(v)+

τ

ε2 ∑
p∈N

ϕθ (v(p))
∫

Ω
λp(x)dx.

Identifying VT with Rn we are now in the setting described in Section 1.

For the numerical example we choose Ω = [−1,1]2, ε = 10−2, θc = 1, τ = 10−4,

and an initial value as shown in Fig. 2. We use one nonlinear smoothing step and a

V(3,3)-cycle for the linearized system with nested iteration and compare the aver-

aged convergence rates versus θ . Furthermore the error e j = ‖u j
1− u∗1‖a in the jth

TNNMG-step of the first time step is considered where u∗1 is a precomputed reference

solution.

As Figs. 2c+d indicate, the TNNMG-method exhibits very fast convergence and

robustness wrt. θ which is remarkable as ϕθ is singular for θ → 0. Note that the

convergence rates here never exceed 0.1. Experiments have shown that introducing

additional nonlinear smoothing steps does not significantly accelerate convergence

any further in this testcase whereas using less linear smoothing results in a consider-

able slowdown.
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1 Introduction

The mathematical modelling of mechanical or biomechanical problems involving

large deformations or biological materials often leads to highly nonlinear and con-

strained minimization problems. For instance, the simulation of soft-tissues, as the

deformation of skin, gives rise to a highly non-linear PDE with constraints, which

constitutes the first order condition for a minimizer of the corresponding non-linear

energy functional. Besides of the pure deformation of the tissue, bones and mus-

cles have a restricting effect on the deformation of the considered material, leading

to additional constraints. Although PDEs are usually formulated in the context of

Sobolev spaces, their numerical solution is carried out using discretizations as, e.g.,

finite elements. Thus, in the present work we consider the following finite dimen-

sional constrained minimization problem:

u ∈B : J(u) = min! (M)

where B = {v ∈ Rn | ϕ ≤ v ≤ ϕ} and ϕ < ϕ ∈ Rn and the possibly nonconvex, but

differentiable, objective function J : Rn→ R. Here, the occurring inequalities are to

be understood pointwise. In the context of discretized PDEs, n corresponds to the

dimension of the finite element space and may therefore be very large.

The design of robust and efficient solution methods for problems like (M) is

a demanding task. Indeed, globalization strategies, such as trust-region methods

(cf., [1, 10]) or line-search algorithms, succeed in computing local minimizers, but

are based on the paradigm of Newton’s method. This means that a sequence of it-

erates is computed by solving linear, but potentially large, systems of equations.

The drawback is, that due to the utilization of a globalization strategy the com-

puted corrections generally need to be damped. Hence, for two reasons the conver-

gence of such an approach may slow down: often the linear systems of equations are

ill-conditioned and therefore iterative linear solvers tend to converge slowly. More-

over, even if the linear system can be solved efficiently, for instance by employing

a Krylov-space method in combination with a good preconditioner, globalization
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strategies tend to reduce the step-size depending on the non-linearity of the objective

function.

Therefore, solution strategies which are just based on Newton’s method can re-

main inefficient. In the context of quadratic minimization problems, linear multigrid

methods have turned out to be highly efficient since these algorithms are able to re-

solve also the low frequency contributions of the solution. Similarly, nonlinear multi-

grids (cf., [4, 6, 8]) aim at a better resolution of the low-frequency contributions of

non-linear problems.

Therefore, [3] introduced a class of non-linear multilevel algorithms, called

RMTR∞ (Recursive Multilevel Trust-Region method), to solve problems of the class

(M). In the present work, we will introduce a V-cycle variant of the RMTR algorithm

presented in [5, 6]. On each level of a given multilevel hierarchy, this algorithm em-

ploys a trust-region strategy to solve a constrained nonlinear minimization problem,

which arises from level dependent representations of J, ϕ , ϕ . An important new

feature of the RMTR∞ algorithm is the L2-projection of iterates to coarser levels

to generate good initial iterates - in contrast to employing the restriction operator

to transfer iterates to a coarse level. In fact, the new operator yields significantly

better rates of convergence of the RMTR algorithm (for a complete discussion see

[6]). To prove first-order convergence, we will state less restrictive assumptions on

the smoothness of J than used by [3]. Moreover, we illustrate the efficiency of the

RMTR∞ - algorithm by means of an example from the field of non-linear elasticity

in 3D.

2 The Multilevel Setting

The key concept of the RMTR∞ algorithm, which we will present in Section 3, is

to minimize on different levels arbitrary non-convex functions Hk approximating the

fine level objective function J. The minimization is carried out employing a trust-

region strategy which ensures convergence. Corrections computed on coarser levels

will be summed up and interpolated which provide possible corrections on the fine

level.

In particular, on each level, m1 pre-smoothing and m2 post-smooting trust-region

steps are computed yielding trust-region corrections. In between, a recursion is called

yielding a coarse level correction which is the interpolated difference between first

and last iterate on the next coarser level.

Therefore, we assume that a decomposition of the Rn into a sequence of nested

subspaces is given, such as Rn = Rn j ) Rn j−1 ) · · ·) Rn0 . The spaces are connected

to each other by full-rank linear interpolation, restriction and projection operators,

i.e., Ik : Rnk → Rnk+1 , Rk : Rnk → Rnk−1 and Pk : Rnk → Rnk−1 . Given these operators

and a current fine level iterate, uk+1 ∈ Rnk+1 , the nonlinear coarse level model (cf.,

[4, 6, 8]) is defined as

Hk(uk) = Jk(uk)+ 〈δgk,uk−Pk+1uk+1〉 (1)
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where we assume that a fixed sequence of nonlinear functions (Jk)k is given, repre-

senting J on the coarser levels. Here, the residual δgk ∈ Rnk is given by

δgk =

{
Rk+1∇Hk+1(uk+1)−∇Jk(Pk+1uk+1) if j > k ≥ 0

0 if k = j

In the context of constrained minimization, the fine level obstacles ϕ , ϕ have also

to be represented on coarser levels. In our implementation we employ the approach

introduced in [2]. Due to the definition of the coarse level obstacles, this ensures

that the projection of a fine level iterate and each resulting coarse level correction is

admissible.

3 Recursive Trust-Region Methods

The reliable minimization of nonconvex functions Hk depends crucially on the con-

trol of the “quality” of the iterates. Line-search algorithms, for instance, scale the

length of Newton corrections in order to force convergence to first-order critical

points. Similarly, in trust-region algorithms corrections are the solutions of con-

strained quadratic minimization problems. For a given iterate uk,i ∈ Rnk , where i

denotes the current iteration on level k, a correction sk,i is computed as an approxi-

mate solution of

sk,i ∈ Rnk : ψk,i(sk,i) = min!

w.r.t. ‖sk,i‖∞ ≤ ∆k,i and ϕ
k
≤ uk,i + sk,i ≤ ϕk

(2)

Here, ψk,i(s) = 〈∇Hk(uk,i),s〉+ 1
2
〈Bk,is,s〉 denotes the trust-region model with Bk,i,

a symmetric matrix, possibly approximating the Hessian ∇2Hk(uk,i) (if it exists) and

∆k,i is the trust-region radius.

On the coarse level, the reduction of Hk−1 starting at the initial iterate uk−1,0 =
Pkuk,m1

yields a final coarse level iterate uk−1. Therefore, the recursively computed

correction is sk,m1
= Ik−1(uk−1−Pkuk,m1

).

Trust-Region Algorithm, Input: uk,0,∆k,0,ϕk
,ϕk,Hk,m

do m times {
compute sk,i as an approximate solution of (2)

if (ρk,i(sk,i)≥ η1)

uk,i+1 = uk,i + sk,i

otherwise

uk,i+1 = uk,i

compute a new ∆k,i+1

}

Algorithm 6: Trust-Region Algorithm



140 Christian Groß and Rolf Krause

To ensure convergence, corrections are only added to the current iterate, if the

contraction rate ρk,i is sufficiently large. The contraction rate compares Hk(uk,i)−
Hk(uk,i + sk,i) to the reduction predicted by the underlying quadratic model ψk,i.

The value of ψk,i(sk,i) prognoses the reduction induced by corrections computed by

means of (2). The underlying model for recursively computed corrections sk,m1
is the

coarse level objective function Hk−1. Thus, we define

ρk,i(sk,i) =





Hk(uk,i)−Hk(uk,i+sk,i)

−ψk,i(sk,i)
if sk,i computed by (2)

Hk(uk,i)−Hk(uk,i+Ik−1sk−1)

Hk−1(Pkuk,i)−Hk−1(Pkuk,i+sk−1) otherwise

Now, a correction is then added to the current iterate if ρk,i(sk,i)≥η1 where η1 > 0. In

this case, the next trust-region radius ∆k,i+1 will be chosen larger than the current one,

i.e., γ3∆k,i ≥ ∆k,i+1 ≥ γ2∆k,i > ∆k,i with γ3 ≥ γ2 > 1. Otherwise, if ρk,i(sk,i) < η1, the

correction will be discarded and ∆k,i+1 chosen smaller than ∆k,i, i.e., ∆k,i > ∆k,i+1 ≥
γ1∆k,i, with 0 < γ1 < 1.

These four steps, computing sk,i by means of (2), computing ρk,i, applying sk,i

and the update of the trust-region radius are summarized in Algorithm 6.

Algorithm 7 on Page 141, introduces the RMTR∞ algorithm, which is a V-cycle

algorithm with an embedded trust-region solver.

3.1 Convergence to First-Order Critical Points

To show convergence of the RMTR∞ algorithm to first-order critical points, we state

the following assumptions on Hk, cf. [1].

(A1) For a given initial fine level iterate u j,0 ∈ Rn j , we assume that the level set L j =
{u∈Rn j |ϕ

j
≤ u≤ϕ j and J j(u)≤ J j(u j,0)} is compact. Moreover, for all initial

coarse level iterates uk,0 ∈ Rnk , we assume that the level sets Lk = {u ∈ Rnk |
ϕ

k
≤ u≤ ϕk and Hk(u)≤ Hk(uk,0)} are compact.

(A2) For all levels k ∈ {0, . . . , j}, we assume that Hk is continuously differentiable

on Lk. Moreover, we assume that there exists a constant cg > 0 such that for all

iterates uk,i ∈ Lk holds ‖∇Hk(uk,i)‖2 ≤ cg.

(A3) For all levels k∈ {0, . . . , j}, there exists a constant cB > 0 such that for all iterates

uk,i ∈ Lk and for all symmetric matrices Bk,i employed, the inequality ‖Bk,i‖2 ≤
cB is satisfied.

Moreover, computations on level k−1 are carried out only if

‖RkDk,m1
gk,m1
‖2 ≥ κg‖Dk,m1

gk,m1
‖2

εϕ ≥ ‖Dk,i‖∞ ≥ κϕ > 0
(AC)

where εϕ ,κϕ ,κg > 0, gk,i = ∇Hk(uk,i) and m1 indexes the recursion. Dk,i is a diagonal

matrix given by

(Dk,i)ll =

{
(ϕk−uk,i)l if (gk,i)l < 0

(uk,i−ϕ
k
)l if (gk,i)l ≥ 0
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RMTR∞ Algorithm, Input: uk,0,∆k,0,ϕk
,ϕk,Hk

Pre-smoothing

call Algorithm 6 with uk,0,∆k,0,ϕk
,ϕk,Hk,m1

receive uk,m1
, ∆k,m1

Recursion

compute ϕ
k−1

,ϕk−1,Hk−1

call RMTR∞ with uk,m1
,∆k,m1

,ϕ
k−1

,ϕk−1,Hk−1,

receive sk−1 and compute sk,m1
= Ik−1sk−1

if (ρk,m1
(sk,m1

)≥ η1)

uk,m1+1 = uk,m1
+ sk,m1

otherwise

uk,m1+1 = uk,m1

compute a new ∆k,m1+1

Post-smoothing

call Algorithm 6 with uk,m1+1,∆k,m1+1,ϕk
,ϕk,Hk,m2

receive uk,m2
, ∆k,m2

if (k == j) goto Pre-smoothing

else return uk,m2
−uk,0

Algorithm 7: RMTR∞

In the remainder, we abbreviate ĝk,i = Dk,igk,i. Finally, we follow [1] and assume that

corrections computed in Algorithm 6 satisfy

ψk,i(sk,i) < β1ψk,i(s
C
k,i) (CC)

where β1 > 0 and sC
k,i ∈ Rnk solves

ψk,i(s
C
k,i) = min

t≥0: s=−tD2
k,igk,i

{ψk,i(s) : ‖s‖∞ ≤ ∆k,i

and ϕ
k
≤ uk,i + s≤ ϕk}

(3)

Now, we can now cite Lemma 3.1 from [1].

Lemma 1. Let (A1)–(A3) and (AC) hold. Then if sk,i in Algorithm 6 satisfies (CC),

we obtain

−ψk,i(sk,i)≥ c‖ĝk,i‖2 min{∆k,i,‖ĝk,i‖2} (4)

To obtain the next results, the number of applied V-cycles will be indexed by ν ,

so that uν
k,i, denotes the i-th iterate on Level k in Cycle ν .

Theorem 1. Assume that (A1)–(A3) and (AC) hold. Moreover, assume that in Algo-

rithm 7 at least m1 > 0 or m2 > 0 holds. We also assume that for each sk,i computed
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in Algorithm 6 (CC) holds. Then for each sequence of iterates (uν
j,i)ν ,i, we obtain

liminfν→∞ ‖ĝν
j,i‖2 = 0.

Proof. We will prove the result by contradiction, i.e., we assume that ∃ε > 0 and a

sequence (uν
j,i)ν ,i such that liminfν→∞ ‖ĝν

j,i‖2 ≥ ε .

In this case, one can show that ∆ ν
j,i→ 0. Namely, if ρν

j,i ≥ η1 holds only finitely

often, we obtain that ∆ ν
j,i is increased finitely often but decreased infinitely often. On

the other hand, for infinitely many iterations with ρν
j,i ≥ η1 we obtain

Hν
k (uν

k,i)−Hν
k (uν

k,i + sν
k,i)≥−η1ψν

k,i(s
ν
k,i)

We now exploit Lemma 1, (A1), and ‖ĝν
j,i‖2 ≥ ε and obtain for sufficiently large ν

that

Hν
k (uν

k,i)−Hν
k (uν

k,i + sν
k,i)≥ c∆ ν

k,i ≥ c‖sν
k,i‖∞→ 0

Next, we employ the mean value theorem, i.e., 〈sν
k,i,g

ν
k,i〉= Hk(u

ν
k,i + sν

k,i)−Hk(u
ν
k,i),

as well as (A2) and (A3) and obtain for each trust-region correction

|predν
k,i(s

ν
k,i)| |ρν

k,i−1|=
∣∣∣Hν

k (uν
k,i + sν

k,i)−Hν
k (uν

k,i)+ 〈sν
k,i,g

ν
k,i〉+

1

2
〈sν

k,i,B
ν
k,is

ν
k,i〉
∣∣∣

≤ 1

2
|〈sν

k,i,B
ν
k,is

ν
k,i〉|+ |〈sν

k,i,g
ν
k,i−gν

k (uν
k,i)〉|

≤ 1

2
cB(∆ ν

k,i)
2 +‖gν

k,i−gν
k (uν

k,i)‖2∆ ν
k,i

Due to the convergence of ∆ ν
k,i, and, hence, of (uν

k,i)ν ,i, and the continuity of gν
k,i, we

obtain ρν
k,i → 1 for i 6= m1. Hence, on each level, for sufficiently small ∆ ν

j,i, trust-

region corrections are successful and applied.

One can also show, that for sufficiently small ∆ ν
j,i recursively computed cor-

rections will be computed and applied: we find that there exists a c > 0 such that

∆ ν
k,i ≥ c∆ ν

j,m1
(cf., [6]). In turn, (AC) provides that there exists another constant such

that

Hν
k (uν

k,m1
)−Hν

k (uν
k,m1

+ sν
k,m1

)≥ c‖ĝν
k,m1
‖2 min{c∆ ν

j,m1
,‖ĝν

k,m1
‖2}

(cf., the proof of Lemma 4.4, [6]). Now, one can show, cf. Theorem 4.6, [6], that the

contraction rates for recursively computed corrections also tend to one, i.e., ρν
j,m1
→1.

Since ∆ ν
j,i → 0, we obtain (ρν

j,i)ν ,i → 1. But this contradicts ∆ ν
j,i → 0 and

liminfν→∞ ‖ĝν
j,i‖2→ 0 must hold. 2

Using exactly the same argumentation as used in Theorem 6.6 of [6], we obtain

convergence to first-order critical points, i.e., limν→∞ ‖ĝν
j,i‖2 = 0.

Theorem 2. Let assumptions (A1)–(A3), (AC) hold. Moreover, assume that al least

one pre- or post-smoothing step in Algorithm 7 will be performed and that (CC) holds

for each correction computed in Algorithm 6. Then, for each sequence of iterates

(uν
j,i)ν ,i we obtain limν→∞ ‖ĝν

j,i‖2 = 0.
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4 Numerical Example

In this section, we present an example from the field of non-linear elasticity com-

puted with the RMTR∞ algorithm which is implemented in OBSLIB++, cf. [7].

R. W. Ogden has introduced a material law for rubber-like materials (cf., [9]).

The associated stored energy function is highly non-linear due to a penalty term

which prevents the inversion of element volumes:

W (∇ϕ) = a · trE +b · (trE)2 + c · tr(E2)+d ·Γ (det(∇ϕ)) (5)

where ϕ = id +u. This function is a polyconvex stored energy function depending

on the Green - St. Venant strain tensor E(u), i.e., E(u) = 1
2
(∇uT + ∇u + ∇uT ∇u), a

penalty function Γ (x) =− ln(x) for x∈R+, and a =−d,b = λ−d,c = µ +d,d > 0.

Fig. 1 shows the results of the computation of a contact problem with parameters

λ = 34, µ = 136, and d = 100. In particular, a skewed pressure is applied on the

top side of the cube, which results in that the cube is pressed towards an obstacle.

Problem (M) with J(u) =
∫

Ω W (∇ϕ)dx was solved in a finite element framework

using both a fine level trust-region strategy and our RMTR∞ algorithm with m1 =
m2 = 2. Equation (2) was (approximately) solved using 10 projected cg-steps.

Fig. 1. Nonlinear Elastic Contact Problem 823,875 degrees of freedom. Left image: De-

formed mesh and von-Mises stress distribution. Right image: Comparison of (‖ĝν
j,0‖2)ν com-

puted by our RMTR∞ algorithm (black line) and by a trust-region strategy, performed only on

the finest grid (grey line).
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Summary. In this paper, we propose and study a Robin domain decomposition algorithm

to approximate a frictionless unilateral problem between two elastic bodies. Indeed this al-

gorithm combines, in the contact zone, the Dirichlet and Neumann boundaries conditions

(Robin boundary condition). The primary feature of this algorithm is the resolution on each

sub-domain of variational inequality.

1 Introduction

The numerical treatement of nonclassical contact problems leads to very large (due

to the large ratio of degrees of freedom concerned by contact conditions) and ill-

conditioned systems. Domain decomposition methods are good alternatives to over-

come these difficulties (see [2, 3, 13, 14]).

The aim of this paper is to give an idea of the proof for iterative schemes based on

domain decomposition techniques for a nonlinear problem modeling the frictionless

contact of linear elastic bodies. They were introduced in [11] and can be considered

as a generalization to variational inequality of the method described in [7, 15]. In [2,

3, 13, 14], the initial problem is transformed into a unilateral contact problem in the

one body and a prescribed displacement problem in the other one. We propose, in

this paper, another domain decomposition method in which we solve an unilateral

contact problem in each subdomain.

2 Weak Formulation of the Continuous Problem

Let us consider two bodies occupying, in the reference configuration, bounded do-

mains Ω α , α = 1,2, of the space R2 with sufficiently smooth boundaries. The bound-

ary Γ α = ∂Ω α consists of three measurable, mutually disjoint parts Γ α
u , Γ α

ℓ , Γ α
c so

that Γ α = Γ α
u ∪Γ α

ℓ ∪Γ α
c . The body Ω

α
is fixed on the set Γ α

u . It is subject to surface

traction forces Φα ∈ (L2(Γ α
ℓ ))2 and the body forces are denoted by f α ∈ (L2(Ω α))2.
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On the contact interface determined by Γ 1
c and Γ 2

c , we consider the contact condi-

tion that is characterized by the non-penetration of the bodies and the transmission

of forces. To describe the non-penetration of the bodies, we shall use a pre-defined

bijective mapping χ : Γ 1
c −→ Γ 2

c , which assigns to each x ∈ Γ 1
c some nearby point

χ(x)∈Γ 2
c . Let v1(x) and v2(χ(x)) denote the displacement vectors at x and χ(x), re-

spectively. Assuming the small displacements, the non-penetration condition reads

as follows:

v1
ν(x)− v2

ν(x) = [vν ]≤ g(x) with v1
ν(x)≡ v1(x) ·ν(x), v2

ν(x)≡ v2(χ(x)) ·ν(x),

where g(x) = (χ(x)− x) ·ν(x) is the initial gap and ν(x) is the critical direction de-

fined by ν(x) = (χ(x)−x)/‖χ(x)−x‖ or, if χ(x) = x, by the outer unit normal vector

to Γ 1
c . We seek the displacement field u = (u1,u2) (where the notation uα stands for

u|Ω α ) and the stress tensor field σ = (σ(u1),σ(u2)) satisfying the following equa-

tions and conditions (1)–(2) for α = 1,2:





divσ(uα)+ f α = 0 in Ω α ,

σ(uα)nα −Φα
ℓ = 0 on Γ α

ℓ ,

uα = 0 on Γ α
u ,

σν ≤ 0,σT = 0, [uν ]≤ 0, on Γ α
c ,

σν · [uν ] = 0 on Γ α
c .

(1)

The symbol div denotes the divergence operator of a tensor function and is defined

as

divσ =
(∂σi j

∂x j

)
i
.

The summation convention of repeated indices is adopted. The elastic constitutive

law, is given by Hooke’s law for homogeneous and isotropic solids:

σ(uα) = Aα(x)ε(uα), (2)

where Aα(x) = (aα
i jkh(x))1≤i, j,k,h≤2 ∈ (L∞(Ω α))16 is a fourth-order tensor satisfy-

ing the usual symmetry and ellipticity conditions in elasticity. The linearized strain

tensor ε(uα) is given by

ε(uα) =
1

2
(∇uα +(∇uα)T ).

We will use the usual notations for the stress vector on the contact zone Γ α
c :

σα
ν = σi j(u

α)να
i να

j , σα
T = σi j(u

α)να
j −σα

ν να
i .

In order to give the variational formulation corresponding to the problem (1)–(2), let

us introduce the following spaces

V α = {vα ∈ (H1(Ω α))2, v = 0 on Γ α
u }, V = V 1×V 2.
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Now, we denote by K the following non-empty closed convex subset of V :

K = {v = (v1,v2) ∈V, [vν ]≤ 0 on Γ 1
c }.

The variational formulation of problem (1)–(2) is

{
Find u ∈ K such that

a(u,v−u)≥ L(v−u) ∀v ∈ K,
(3)

where

a(u,v) = a1(u,v)+a2(u,v),

aα(u,v) =
∫

Ω α
Aα(x)ε(uα) · ε(vα)dx, (4)

and

L(v) =
2

∑
α=1

∫

Ω α
f α · vα dx+

∫

Γ α
ℓ

Φα · vα dσ .

There exists a unique solution u to problem (3) (see [5, 6, 12]).

3 The Domain Decomposition Algorithm

In order to split the problem (3) into two subproblems coupled through the contact

interface, we first introduce the following spaces and mappings:

V α
0 = {vα ∈V α , vα

ν = 0 on Γ α
c }, α = 1,2,

H1/2(Γc) = {ϕ ∈ (L2(Γc))
2, ∃v ∈V α , γv|Γc

= ϕ},
H1/2(Γc) = {ϕ ∈ L2(Γc), ∃v ∈ H1(Ω α), γv|Γc

= ϕ},

where γ is the usual trace operator.

By Pα : H1/2(Γ α
c ) −→ V α , we denote the extension operator from Γ α

c in Ω α

defined by : Pα ϕ = vα ,ϕ ∈ H1/2(Γ α
c ), where vα ∈V α satisfies

{
aα(vα ,wα) = 0 ∀wα ∈V α

0 ;

vα
ν = ϕ on Γ α

c .

Remark 1. For the sake of simplicity, we shall write P1(v2
ν) and P2(v1

ν) instead of

P1(v2 ◦χ.ν) and P2(v1 ◦χ−1.ν), respectively.

Let Sα : H1/2(Γ α
c ) −→ H−1/2(Γ α

c ) be the following Steklov-Poincaré operator

(see [1]), for any ϕ ∈ H1/2(Γ α
c )

Sα ϕ = (σ(uα)να)να = σν(uα) on Γ α
c , (5)
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where uα solves the problem




div(σ(uα)) = 0 in Ω α ,

σ(uα)να = 0 on Γ α
ℓ ,

uα = 0 on Γ α
u ,

σT (uα) = 0 on Γ α
c ,

uα να = ϕ on Γ α
c .

(6)

Finally, with any ϕ ∈ H1/2(Γ α
c ), we associate the closed convex set

V α
− (ϕ) = {vα ∈V α/vα να ≤ ϕ on Γ α

c }.

The two-body contact problem (3) is approximated by an iterative procedure involv-

ing a contact problem for each body Ω α with a rigid foundation described by:

Given gα
0 ∈ H1/2(Γc), α = 1,2. For m ≥ 1, we build the sequence of functions

(u1
m)m≥0 ∈V 1 and (u2

m)m≥0 ∈V 2 by solving the following problems:

Step 1:

{
Find uα

m ∈V α
− (gα

m−1),

aα
(
uα

m,w+Pα (gα
m−1)−uα

m

)
≥ Lα

(
w+Pα (gα

m−1)−uα
m

)
∀w ∈V α

− (0).
(7)

Step 2:





Find w1
m ∈V 1,

a1(w1
m,v) =−a2(u2

m,P2(vν ))+L2(P2(vν ))−a1(u1
m,v)+L1(v) ∀v ∈V 1.

Find w2
m ∈V 2,

a2(w2
m,v) = a1(u1

m,P1(vν ))−L1(P1(vν ))+a2(u2
m,v)−L2(v) ∀v ∈V 2.

(8)

Step 3:

{
g1

m = (1−θ)g1
m−1 +θ(w2

mν2−u2
mν2) on G1

c ,

g2
m = (1−θ)g2

m−1 +θ(w1
mν1−u1

mν1) on G2
c .

(9)

Theorem 1. The fixed point of the algorithm (7)–(9) is the unique solution of the

problem (3).

Proof. We refer to [10] for the proof of this theorem.

4 Convergence

The convergence of iterative schemes (7)–(9) is proven by the application of Ba-

nach’s fixed point theorem to a suitable defined operator. In this following, we refor-

mulate (7)–(9) with operators representation.

In order to decouple the influence of exterior forces and boundary data, we define

Uα , α = 1,2, as solutions of the problems:





−div(σ(Uα)) = f α in Ω α ,

σ(Uα)να = Φα
ℓ on Γ α

ℓ ,

Uα = 0 on Γ α
u ,

σ(Uα)να = 0 on Γ α
c .

(10)
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Moreover, we introduce the operator Qα : H1/2(Γ α
c ) −→ H1/2(Γ α

c ) defined by

Qα gα
m−1 = ũα

ν ,m, ∀gα
m−1 ∈ H1/2(Γ α

c ), where ũα
m is the solution of





−div(σ(ũα
m)) = 0 in Ω α ,

σ(ũα
m)να = 0 on Γ α

ℓ ,

ũα
m = 0 on Γ α

u ,

σT (ũα
m) = 0,σν(ũα

m)≤ 0 on Γ α
c ,

ũα
mνα ≤ gα

m−1 on Γ α
c ,

σν(ũα
m)(ũα

mνα −gα
m−1) = 0 on Γ α

c .

(11)

Then the solution of the problem (7) can be expressed by

uα
m = Uα +Pα(Qα gα

m−1). (12)

Using the Steklov-Poincaré operator, the Step 2 of (7)–(9) can be written as follows:

{
w1

ν ,m = S−1
1 (σν(u2

m)−σν(u1
m)),

w2
ν ,m = S−1

2 (σν(u1
m)−σν(u2

m)).
(13)

Then, we have {
w1

ν ,m = a− (Q1 g1
m−1 +S−1

1 S2 g2
m−1),

w2
ν ,m = b− (Q2 g2

m−1 +S−1
2 S1 g1

m−1),
(14)

where a =−S−1
1 S2U2

ν −U1
ν and b =−S−1

2 S1U1
ν −U2

ν .

From (14), we obtain a new expression of (9)

{
g1

m = (1−θ)g1
m−1−θ(2Q2 g2

m−1 +S−1
2 S1Q1 g1

m−1)+θb1,

g2
m = (1−θ)g2

m−1−θ(2Q1 g1
m−1 +S−1

1 S2Q2 g2
m−1)+θa1,

(15)

with a1 =−S−1
1 S2U2

ν −2U1
ν and b1 =−S−1

2 S1U1
ν −2U2

ν .

Let us introduce, the operator T defined by

T : (H1/2(Γ α
c ))2 −→ (H1/2(Γ α

c ))2

g 7−→ T (g) =

(
w2

ν −u2
ν

w1
ν −u1

ν

)
=

(
−2Q2 g2−S−1

2 S1Q1 g1 +b1

−2Q1 g1−S−1
1 S2Q2 g2 +a1

)
(16)

and Tθ

Tθ : (H1/2(Γ α
c ))2 −→ (H1/2(Γ α

c ))2

g 7−→ Tθ (g) = (1−θ)g+θT (g).
(17)

Using the definition of the operators T and Tθ , (15) can be expressed by

gm = Tθ (gm−1) = (1−θ)gm−1 +θT (gm−1). (18)
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Theorem 2. The operator T is a Lipschitz operator.

Theorem 3. There exists θ0 ∈]0,1[ such that for θ in ]0,θ0[, the operator Tθ is a

contraction in a suitable norm equivalent to the H1/2(Γ α
c )-norm.

Remark 2. To prove Theorems 2 and 3, the properties of the operators Sα , Qα and

Pα are very important. Indeed Sα : H1/2(Γ α
c )−→ H−1/2(Γ α

c ) is bounded, bijective,

self-adjoint and coercive. The operator Qα : H1/2(Γ α
c )−→ H1/2(Γ α

c ) is a Lipschitz

operator. Sα Qα : H1/2(Γ α
c ) −→ H−1/2(Γ α

c ) is Lipschitz and monotone. The exten-

sion operator Pα : H1/2(Γ α
c )−→Pα(H1/2(Γ α

c )) is continuous and bijective (see [9]).

5 Numerical Experiments

In this section, we describe some numerical results obtained with algorithm (7)–(9)

for various values of the parameter θ and various problem sizes. Our implementation

uses a recently developed algorithm of quadratic programming with proportioning

and gradient projections [4]. The numerical implementations are performed in Sci-

lab 2.7 on a Pentium 4, 1.80 GHz workstation with 256 MB RAM. We set tol = 10−8

and we stop the iterations, if their number is greater than eight hundred. For all

experiments to be described below, the stopping criterion of algorithm (7)–(9) is

‖g1
m−g1

m−1‖
‖g1

m‖
+
‖g2

m−g2
m−1‖

‖g2
m‖

≤ tol,

where ‖ · ‖ denotes the Euclidean norm. The precision in the inner iterations are

adaptively adjusted by the precision achieved in the outer loop.

Let us consider the plane elastic bodies

Ω 1 = (0,3)× (1,2) and Ω 2 = (0,3)× (0,1)

made of an isotropic, homogeneous material characterized by Young’s modulus

Eα = 2.1 1011 and Poisson’s ratio να = 0.277. The decomposition of Γ 1 and Γ 2

read as:

Γ 1
u = {0}× (1,2), Γ 1

c = (0,3)×{1}, Γ 1
ℓ = Γ 1 \Γ 1

u ∪Γ 1
c ,

Γ 2
u = {0}× (0,1), Γ 2

c = (0,3)×{1}, Γ 2
ℓ = Γ 2 \Γ 2

u ∪Γ 2
c .

The volume forces vanish for both bodies. The non-vanishing surface traction

ℓ1 = (ℓ1
1, ℓ

1
2) and ℓ2 = (ℓ2

1, ℓ
2
2) on Γ 1

ℓ and on Γ 2
ℓ , respectively:

ℓ1
1(s,2) = 0, ℓ1

2(s,2) =−100, s ∈ (0,3),

ℓ1
1(3,s) = 0, ℓ1

2(3,s) = 0, s ∈ (1,2),

ℓ2
1(s,0) = 0, ℓ2

2(s,0) = 0, s ∈ (0,3),

ℓ2
1(3,s) = 0, ℓ2

2(3,s) = 0, s ∈ (0,1).
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Fig. 1. Setting of the problem.

Fig. 2 illustrates the convergence of the algorithm (7)–(9) for different values of

the relaxation parameter θ and various problem sizes with n the number of d.o.f.

in Ω 1 ∪Ω 2 and m the number of d.o.f. on Γ α
c . The results obtained show that the

convergence of algorithm (7)–(9) does not depend on the mesh size h. Moreover, this

algorithm (7)–9 converges for all θ ∈]0,1[.
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Fig. 2. Convergence rate of the algorithm.
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[1] Agoshkov, V.I.: Poincaré-Steklov’s operators and domain decomposition

methods in finite-dimensional spaces. First International Symposium on Do-

main Decomposition Methods for Partial Differential Equations (Paris, 1987),

73–112, SIAM, Philadelphia, PA, 1988.

[2] Bayada, G., Sabil, J., Sassi, T.: Algorithme de Neumann-Dirichlet pour
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[4] Dostal, Z., Schöberl, J.: Minimizing quadratic functions over non-negative

cone with the rate of convergence and finite termination. Optim. Appl., 30,

(2000), no. 1, 23–44.

[5] Duvaut, G., Lions, J.-L.: Les inéquations en mécanique et en physique,
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[8] Haslinger, J., Hlavacek, I., Nečas, J.: Numerical methods for unilateral prob-

lems in solid mechanics. Handbook of numerical analysis, Vol. IV, 313–485,

Handb. Numer. Anal., IV, North-Holland, Amsterdam, 1996.

[9] Ipopa, M.A.: Algorithmes de d’composition de domaine pour les problèmes
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Summary. We consider a multigrid method for solving the discretized optimality system

of a PDE-constrained optimization problem. In particular, we discuss the construction of an

additive Schwarz-type smoother for a class of elliptic optimal control problems. A rigorous

multigrid convergence analysis yields level-independent convergence rates. Numerical exper-

iments indicate that the convergence rates are also independent of the involved regularization

parameter.

1 Introduction

In this paper we discuss multigrid methods for solving the discretized optimality sys-

tem (or Karush-Kuhn-Tucker system, in short KKT system) for optimization prob-

lems in function spaces with constraints in form of partial differential equations

(PDEs). In particular, we will consider elliptic optimal control problems, see, e.g.,

[3], and focus on so-called one-shot multigrid methods, see [7], where the multigrid

idea is directly applied to the optimality system (instead of a block-wise approach as

an alternative).

One of the most important ingredients of such a multigrid method is an appropri-

ate smoother. In this paper we consider patch smoothers: The computational domain

is divided into small (overlapping or non-overlapping) sub-domains (patches). One

iteration step of the smoothing process consists of solving local problems on each

patch one-by-one either in a Jacobi-type or Gauss-Seidel-type manner. This strategy

can be seen as an additive or multiplicative Schwarz-type smoother. The technique

was successfully used for the Navier-Stokes equations, see [8]. The special case,

where each patch consists of a single node of the underlying grid, is usually called a

point smoother. Such a smoother was proposed for optimal control problems in [2].

So far, the convergence analysis of multigrid methods with patch smoothers ap-

plied to KKT systems of PDE-constrained optimization problems is not as developed

as for elliptic PDEs. One line of argument is based on a Fourier analysis, which,
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strictly speaking, covers only the case of uniform grids with special boundary con-

ditions (and small perturbations of this situation), see [1, 2]. A second and more rig-

orous strategy exploits the fact that, for certain classes of optimal control problems,

the KKT system can be reduced to a compact perturbation of an elliptic system of

PDEs. This guarantees the convergence of the multigrid method if the coarse grid

is sufficiently fine, see [2]. In [4] the general construction and rigorous analysis of

patch smoothers were discussed and applied to the Stokes problem. An extension to

KKT systems was presented in [5].

Here we will propose a multigrid method with a patch smoother applied to a re-

duced system derived from the original KKT system, the same reduced system which

was considered in [2]. A rigorous convergence analysis will be presented directly ap-

plied to the multigrid method for the reduced system, in contrary what was done in

[5]. Compared to the results presented in [5] the numerical experiments show a much

better performance of the multigrid method.

In order to keep the notations simple and the strategy transparent the material

is presented for a model problem in optimal control only. The extension to more

general problems is straight forward.

The paper is organized as follows: In Section 2 the model problem and its

discretization are introduced. Section 3 contains the multigrid method, the patch

smoother, and the main multigrid convergence result. Finally, in Section 4 some nu-

merical results are presented.

2 An Optimal Control Problem

Let Ω be a bounded convex polygonal domain in R2. Let L2(Ω) and H1(Ω) denote

the usual Lebesgue space and Sobolev space with norms ‖.‖L2(Ω) and ‖.‖H1(Ω), re-

spectively. We consider the following elliptic optimal control problem of tracking

type: Find the state y ∈ H1(Ω) and the control u ∈ L2(Ω) such that

J(y,u) = min
(z,v)∈H1(Ω)×L2(Ω)

J(z,v)

with cost functional

J(z,v) =
1

2
‖z− yd‖2

L2(Ω) +
γ

2
‖v‖2

L2(Ω)

subject to the (weak form of the) state equation

−∆y+ y = u in Ω ,
∂y

∂n
= 0 on Γ ,

where Γ denotes the boundary of Ω , yd ∈ L2(Ω) is the desired state and γ > 0 is the

weight of the cost of the control (or simply a regularization parameter).

By introducing the adjoint state p ∈ H1(Ω) we get the following equivalent op-

timality system, see e.g., [3]:
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1. The adjoint state equation:

−∆ p+ p =−(y− yd) in Ω ,
∂ p

∂n
= 0 on Γ .

2. The control equation:

γ u− p = 0 in Ω .

3. The state equation:

−∆y+ y = u in Ω ,
∂y

∂n
= 0 on Γ .

The control equation yields a simple algebraic relation between the control u and

the adjoint state p, which is used to eliminate the control in the state equation. After

multiplying by γ we obtain from the state equation:

p− γ (−∆y+ y) = 0 in Ω ,
∂y

∂n
= 0 on Γ .

The weak formulation of the reduced problem in p and y leads to a mixed variational

problem: Find p ∈ Q = H1(Ω) and y ∈ Y = H1(Ω) such that

a(p,q) + b(q,y) = 〈F,q〉 for all q ∈ Q,

b(p,z) − γ a(y,z) = 0 for all z ∈ Y

with

a(p,q) = (p,q)H1(Ω), b(q,z) = (q,z)L2(Ω), 〈F,q〉= (yd ,q)L2(Ω).

Here (., .)H denotes the standard scalar product in a Hilbert space H and 〈., .〉 is used

for the duality product of linear functionals from the dual space H∗ and elements

in H.

The mixed variational problem can also be written as a variational problem on

Q×Y : Find (p,y) ∈ Q×Y such that

B((p,y),(q,z)) = F(q,z) for all (q,z) ∈ Q×Y

with the bilinear form

B((p,y),(q,z)) = a(p,q)+b(q,y)+b(p,z)− γ a(y,z)

and the linear functional

F(q,z) = 〈F,q〉.
Let (Tk) be a sequence of triangulations of Ω , where Tk+1 is obtained by dividing

each triangle into four smaller triangles by connecting the midpoints of the edges of

the triangles in Tk. The quantity max{diamT : T ∈ Tk} is denoted by hk.
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We consider the following discretization by continuous and piecewise linear fi-

nite elements:

Qk = Yk = {w ∈C(Ω̄) : w|T ∈ P1 for all T ∈ Tk},
where P1 denotes the polynomials of total degree less or equal to 1. Then we obtain

the following discrete variational problem: Find pk ∈ Qk and yk ∈ Yk such that

a(pk,q)+b(q,yk) = 〈F,q〉 for all q ∈ Qk,

b(pk,z)− γ a(yk,z) = 0 for all z ∈ Yk.

The discrete mixed variational problem can also be written as a discrete variational

problem on Qk×Yk: Find (pk,yk) ∈ Qk×Yk such that

B((pk,yk),(q,z)) = F(q,z) for all (q,z) ∈ Qk×Yk. (1)

By introducing the standard nodal basis for Qk and Yk, we finally obtain the following

saddle point problem in matrix-vector notation: Find the coefficient vectors (p
k
,y

k
)∈

RNk ×RNk such that

Kk

(
p

k

y
k

)
=

(
f

k

0

)
with Kk =

(
Kk Mk

Mk −γ Kk

)
. (2)

Here Nk denotes the number of nodes of the triangulation Tk, Mk is the mass matrix

representing the L2(Ω) scalar product on Yk = Qk, and Kk is the stiffness matrix

representing the H1(Ω) scalar product on Yk = Qk.

3 The Multigrid Method

Next we describe the multigrid algorithm: One iteration step for solving (1) at level

k is given in the following form:

Let (p
(0)
k ,y

(0)
k )∈Qk×Yk be a given approximation of the exact solution (pk,yk)∈

Qk×Yk to (1). Then the iteration proceeds in two stages:

1. Smoothing: For j = 0,1, . . . ,m− 1 compute (p
( j+1)
k ,y

( j+1)
k ) ∈ Qk×Yk by an it-

erative procedure of the form

(p
( j+1)
k ,y

( j+1)
k ) = Sk (p

( j)
k ,y

( j)
k ).

2. Coarse grid correction: Set

F̃(q,z) = F(q,z)−B
(
(p

(m)
k ,y

(m)
k ),(q,z)

)

for (q,z) ∈ Qk−1×Yk−1 and let (s̃k−1, r̃k−1) ∈ Qk−1×Yk−1 satisfy

B((s̃k−1, r̃k−1),(q,z)) = F̃(q,z) for all (q,z) ∈ Qk−1×Yk−1. (3)

If k = 1, compute the exact solution of (3) and set (sk−1,rk−1) = (s̃k−1, r̃k−1).
If k > 1, compute approximations (sk−1,rk−1) by applying µ ≥ 2 iteration steps

of the multigrid algorithm applied to (3) on level k−1 with zero starting values.

Set

(p
(m+1)
k ,y

(m+1)
k ) = (p

(m)
k ,y

(m)
k )+(sk−1,rk−1).
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3.1 The Patch Smoother

We will now define a space decomposition of RNk ×RNk into Nk subspaces in terms

of prolongation matrices Pk,i and Qk,i, i = 1, . . . ,Nk, for the variables p and y, re-

spectively: For each i ∈ {1, . . . ,Nk} representing a node of the triangulation, let Nk,i

be the set of all indices consisting of i and the indices of all neighboring nodes (all

nodes which are connected to the node with index i by an edge of the triangulation).

Then, for each i ∈ {1, . . . ,Nk}, the associated local patch consists of all unknowns of

p
k

which are associated to nodes with indices from Nk,i and of the unknown of y
k

which is associated to the node with index i, see Fig. 1 for an illustration of a local

patch. The corresponding canonical embeddings for the variables p and y from the

local patches into RNk are denoted by P̂k,i and Qk,i, respectively.
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Fig. 1. Local patches

Observe that all entries in P̂k,i and Qk,i are either 0 or 1. A single component of

y
k

belongs to exactly one patch, while a single component of p
k

belongs, in general,

to more than one patch. Let dk, j be the local overlap depth at the node with index j,

i.e., the number of all indices l with j ∈ Nk,l , for j = 1, . . . ,Nk. Let Dk be the Nk×
Nk diagonal matrix whose diagonal entries are dk, j, j = 1, . . . ,Nk. The prolongation

matrices Pk,i are given by:

Pk,i = D
−1/2
k P̂k,i.

Now we can describe the smoothing procedure: Starting from some approximations

p
( j)
k and y

( j)
k of the exact solutions p

k
and y

k
of (2) we consider iterative methods of

form:

p
( j+1)
k = p

( j)
k +ω

Nk

∑
i=1

Pk,i sk,i, y
( j+1)
k = y

( j)
k +ω

Nk

∑
i=1

Qk,i rk,i,

where (sk,i,rk,i) solves a small local saddle point problem of the form

K̂k,i

(
sk,i

rk,i

)
=

(
PT

k,i

[
f

k
−Kk p

( j)
k −Mk y

( j)
k

]

QT
k,i

[
−Mk p

( j)
k + γ Kk y

( j)
k

]
)

for all i = 1, . . . ,Nk.

The local matrix K̂k,i is given by

K̂k,i =

(
K̂k,i MT

k,i

Mk,i Mk,iK̂
−1
k,i MT

k,i− Ŝk,i

)
,
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where

K̂k,i = P̂T
k,iK̂kP̂k,i with K̂k =

1

σ
diagKk, Mk,i = QT

k,iMkD
1/2
k P̂k,i

and

Ŝk,i =
1

τ

[
γ QT

k,iKkQk,i +Mk,iK̂
−1
k,i MT

k,i

]
.

The positive parameters σ and τ have to be chosen such that

K̂k ≥ Kk and Ŝk ≥ γ Kk +MkK̂−1
k Mk (4)

with

Ŝk =
( Nk

∑
i=1

Qk,iŜ
−1
k,i QT

k,i

)−1

.

Observe that there is an additional relaxation factor ω in the smoothing procedure.

For the proposed multigrid method the following convergence result can be

shown, see [6]:

Theorem 1. Let ω ∈ (0,2). Then there exists a constant C > 0 such that

‖(p
(m+1)
k − pk,y

(m+1)
k − yk)‖ ≤C m−1/2 ‖(p

(0)
k − pk,y

(0)
k − yk)‖,

where (pk,yk) is the solution of the discrete problem (1), (p
(0)
k ,y

(0)
k ) is the initial

guess, (p
(m+1)
k ,y

(m+1)
k ) is the result of one multigrid iteration, and the norm is given

by

‖(q,z)‖=
(
‖q‖2

L2(Ω) +‖z‖
2
L2(Ω)

)1/2
.

Therefore, the W-cycle multigrid method (i.e. µ = 2) is a contraction with contraction

number bounded away from one, independent of the grid level k, if the number m of

smoothing steps is sufficiently large.

Remark 1. Observe that the norm used in the last theorem is the L2-norm, which is

weaker than the H1-norm one would normally expect for the state and the adjoint

state.

4 Numerical Experiments

Next we present some numerical results for the domain Ω = (0,1)× (0,1) and ho-

mogeneous data yd = 0. The initial grid consists of two triangles by connecting the

nodes (0,0) and (1,1). For the first series of experiments the regularization parame-

ter γ was set equal to 1. The dependence of the convergence rate on the regularization

parameter γ was investigated subsequently.

Randomly chosen starting values for p
(0)
k and y

(0)
k for the exact solution p

k
= 0

and y
k
= 0 were used. The discretized problem was solved by a multigrid iteration
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with a W-cycle (µ = 2) and m/2 pre- and m/2 post-smoothing steps. The multigrid

iteration was performed until the Euclidean norm of the solution was reduced by a

factor ε = 10−8. All tests were done with σ = τ = 0.5 in order to guarantee (4) and

with ω = 1.6, which is motivated by a Fourier analysis on uniform grids.

Table 1 contains the (average) convergence rates q depending on the level k, the

total number of unknowns 2Nk and the number of smoothing steps, written in the

form m/2 + m/2 (for m/2 pre- and m/2 post-smoothing steps). It shows a typical

multigrid convergence behavior, namely the independence of the grid level and the

expected improvement of the rates with an increasing number of smoothing steps.

Table 1. Convergence rates

level k 2Nk 1+1 2+2 3+3 5+5

5 2 178 0.301 0.127 0.067 0.023

6 8 450 0.302 0.128 0.066 0.024

7 33 282 0.302 0.135 0.067 0.024

8 132 098 0.302 0.135 0.067 0.024

9 526 338 0.302 0.135 0.068 0.024

Table 2 shows the convergence rates obtained at grid level 7 with 1 pre- and

1 post-smoothing step for values of γ ranging from 1 down to 10−6. Although the

analysis presented here does not predict convergence rates that are robust in γ , the nu-

merical experiments indicate robustness with respect to the regularization parameter.

Table 2. Dependence on the regularization parameter γ

γ 1 10−2 10−4 10−6

q 0.302 0.302 0.302 0.302

In summary, the numerical experiments confirm the theoretical results of level-

independent convergence rates for the multigrid method with the proposed patch

smoother. The convergence rates are much better than in [5] and comparable with

the rates presented in [2]. Moreover, they strongly support the conjecture that the

convergence rates are also independent of the regularization parameter, as already

stated in [2] for the point smoother on the basis of a Fourier analysis on uniform

grids.
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Summary. In this paper we recall a new domain decomposition method for the Stokes prob-

lem obtained via the Smith factorization. From the theoretical point of view, this domain

decomposition method is optimal in the sense that it converges in two iterations for a de-

composition into two equal domains. Previous results illustrated the fast convergence of the

proposed algorithm in some cases. Our algorithm has shown a more robust behavior than

Neumann-Neumann or FETI type methods for particular decompositions; as far as general

decompositions are concerned, the performances of the three algorithms are similar. Never-

theless, the computations of the singular values of the interface preconditioned problem have

shown that one needs a coarse space whose dimension is less than the one needed for the

Neumann-Neumann algorithm. In this work we present a new strategy in order to improve the

convergence of the new algorithm in the presence of cross points.

1 Introduction

The last decade has shown that Neumann-Neumann type algorithms, FETI, and

BDDC methods are very efficient domain decomposition methods. Most of the early

theoretical and numerical work has been carried out for scalar symmetric positive

definite second order problems, see for example [5, 10, 11, 17]. Then, the method

was extended to different other problems, like the advection-diffusion equations

[1, 6], plate and shell problems [20] or the Stokes equations [16, 19]. In the liter-

ature one can also find other preconditioners for the Schur complement of the Stokes

equations (cf. [2, 19]). Moreover, there exist some Schwarz-type algorithms for non-

overlapping decompositions (cf. [13, 14, 15, 18]). Also FETI [8] and BDDC methods

[9] are applied to the Stokes problem with success.

Our work is motivated by the fact that in some sense the domain decomposi-

tion methods for Stokes are less optimal than the domain decomposition methods

for scalar problems. Indeed, in the case of two subdomains consisting of the two
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half planes it is well known that the Neumann-Neumann preconditioner is an ex-

act preconditioner for the Schur complement equation for scalar equations like the

Laplace problem (cf. [17]). A preconditioner is called exact, if the preconditioned

operator simplifies to the identity. Unfortunately, this does not hold in the vector

case. It is shown in [4] that the standard Neumann-Neumann preconditioner for the

Stokes equations does not possess this property and the construction of an optimal

method is explained. Thus, one can expect a very fast convergence for such an algo-

rithm. Indeed, numerical results clearly support our approach. For an application to

the compressible Euler equations see [3].

In Section 2 we recall the domain decomposition method for the Stokes system.

Section 3 is dedicated to numerical results for the two-dimensional Stokes problem.

2 DDM for the Stokes Equations

2.1 Stokes Equations

We consider the stationary Stokes problem in a bounded domain Ω ⊂ Rd , d = 2,3.

The Stokes equations are given by a velocity u and a pressure p satisfying

−ν∆u+∇p+ cu = f in Ω ,

∇ ·u = 0 in Ω ,

and some boundary conditions on ∂Ω . The Stokes problem is a simple model for

incompressible flows. The right hand side f = ( f1, . . . , fd)
T ∈ [L2(Ω)]d is a source

term, ν is the viscosity and c ≥ 0 is a constant reaction coefficient. Very often c

stems from an implicit time discretization and then c is given by the inverse of the

time step size. In the following we denote the d-dimensional Stokes operator by

Sd(u, p) := (−ν∆u + cu + ∇p,∇ · u). In the following we will restrict to the two-

dimensional case (d = 2) but the three-dimensional formulation can be found in [4].

2.2 A New Algorithm for the Stokes Equations

We further introduce the stress depending on a velocity u = (u,v), a pressure p and

the unit normal vector n on the boundary:

σn(u, p) := ν
∂u

∂n
− pn

For any vector u, its normal (resp. tangential) component on the interface is uni
=

u · ni (resp. uτi
= u · τi). We denote σ i

ni
(ui, pi) := σni

(ui, pi) · ni and σ i
τi
(ui, pi) :=

σni
(ui, pi) ·τi as the normal and tangential parts of σni

, respectively. We now present

the new algorithm for the Stokes equations for a general decomposition into non

overlapping subdomains Ω̄ = ∪N
i=1Ω̄i. We denote by Γi j the interface between sub-

domains Ωi and Ω j, i 6= j. The new algorithm for the Stokes system is:
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ALGORITHM 1 Starting with an initial guess ((u0
i , p0

i ))
N
i=0 satisfying u0

i,τi
= u0

j,τ j

and σ i
ni

(u0
i , p0

i ) = σ j
n j

(u0
j , p0

j) on Γi j, ∀i, j, i 6= j, the correction step is expressed as

follows for 1≤ i≤ N:





S2(ũ
n+1
i , p̃n+1

i ) = 0 in Ωi

ũn+1
i,ni

=− 1
2
(un

i,ni
+un

j,n j
) on Γi j

σ i
τi
(ũn+1

i , p̃n+1
i ) =− 1

2
(σ i

τi
(un

i , p̃n
i )+σ j

τ j
(un

j , p̃n
j)) on Γi j,

(1)

followed by an updating step for 1≤ i≤ N:





S2(u
n+1
i , pn+1

i ) = g in Ωi

un+1
i,τi

= un
i,τi

+ 1
2
(ũn+1

i,τi
+ ũn+1

j,τ j
) on Γi j

σ i
ni

(un+1
i , pn+1

i ) = σ i
ni

(un
i , pn

i )

+ 1
2
(σ i

ni
(ũn+1

i , p̃n+1
i )+σ j

n j
(ũn+1

j , p̃n+1
j )) on Γi j.

(2)

We have

Proposition 1. For a domain Ω = R2 divided into two non overlapping half planes,

Algorithm 1 converges in two iterations.

The new algorithm for the Stokes system is reminiscent of the hybrid approach

presented in [7]. Indeed, in both cases, the interface conditions are mixed Dirichlet

and Neumann type boundary conditions. However, our approach is different in the

sense that it shows the good combination of stress and displacement for the interface

conditions in both 2d and 3d (see [4] for details).

3 Numerical Results

In this section we will analyze the performance of the new algorithm in the two-

dimensional case. As in [4], we consider the domain Ω = (0.2,1.2)× (0.1,1.1) de-

composed into N×N subdomains (in the presence of cross points). We choose the

right hand side f such that the exact solution is given by u(x,y) =
sin(πx)3 sin(πy)2 cos(πy), v(x,y) = −sin(πx)2 sin(πy)3 cos(πx) and p(x,y) =
x2 + y2. The viscosity ν is always 1. The interface system is solved by GMRES.

In all tables we count the number of iterations needed to reduce the L∞ norm of the

error by the factor TOL = 10−6:

max
i=1,...,N

‖U i
k−Uh‖L∞(Ωi) ≤ 10−6,

where U i
k = (uk,vk, pk)

i is the discrete solution of iteration step k in subdomain Ωi

and Uh = (uh,vh, ph) is the global discrete solution computed by a direct solver ap-

plied to the global problem.

A problem in Algorithm 1 is that in the correction step, the local matrices may be

singular (the local problems are ill-posed for the pressure, the latter being defined up
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to an additive constant). To overcome this difficulty we chose to add a penalization

term ε p with ε sufficiently small to the divergence equation. This penalization term

leads however still to ill-conditioned local matrices and an ill-conditioned interface

problem. Thus, the reduction of the Euclidean norm of the residual is not a good

indicator for the convergence of the algorithm as can be seen in Fig. 1:
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Fig. 1. Convergence of the GMRES algorithm (residual and error) for 3× 3 (left) and 4× 4

(right) decompositions for ε > 0.

This is also due to the presence of the large eigenvalues in the spectrum, as seen

in the Table 1.

N×N No. of large eigenvalues N×N No. of large eigenvalues

2x2 0 6x6 16

3x3 1 7x7 25

4x4 4 8x8 36

5x5 9 9x9 49

Table 1. Number of eigenvalues which are larger than 10 in modulus for a N×N decomposi-

tion.

A very simple way to eliminate the large eigenvalues is to avoid using the penal-

ization term: the local problems are now singular. Consider a local matrix A which

corresponds to interior subdomains in the correction (preconditioning) step. It will

be singular of co-rank 1. The null space is formed by a vector whose components are

constant non-zero only for the pressure componen ts. It can be easily shown that the

matrix B + f · et is invertible if we choose e (resp. f ) to be a vector non-orthogonal

to ker(A) (resp. ker(AT )). In our case it is sufficient to take (in order to preserve

the sparsity of the matrix A) a vector with null components except for one non-zero

component chosen in the right position. Afterward, for any right hand side b in the

Im(A), the solution of Bx = b verifies Ax = b. In this case no more large eigenvalues
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will be present in the spectrum and the convergence of the residual will reflect more

accurately the convergence of the error as one can see in Fig. 2.
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Fig. 2. Convergence of the GMRES algorithm (residual and error) for 3× 3 (left) and 4× 4

(right) decompositions for ε = 0.

Nevertheless the convergence is still very sensitive to the number of subdomains,

which shows the necessity of introducing a coarse space correction in the algorithm.

This bad convergence is mainly due to the presence of small eigenvalues in the spec-

trum of the interface operator (see Fig. 3).
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Fig. 3. Eigenvalues of the interface preconditioned operator for 3× 3 (left) and 4× 4 (right)

decompositions.

We need to eliminate the small eigenvalues which can cause bad convergence.

In order to do this we will first notice that the error during the iterations of the GM-

RES method is mainly localized in the corners, as seen in Fig. 4 where the error on

component p is visualized.

A solution to this problem could be a deflation method applied to the precon-

ditioning step as seen in [12], where the deflated vectors contain constant non-zero
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Fig. 4. Error on the component p of the solution.

elements only for the corner components of the solution. As a result, we obtain a

better convergence than before. It is however not optimal, since it is dependent on

the number of subdomains (see Fig. 5).
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Fig. 5. Convergence of the deflated GMRES algorithm (residual and error) for 3×3 (left) and

4×4 (right) decompositions.

By looking at the spectrum (Fig. 6), we can see that there are still small eigen-

values that have not been taken care of by the deflation method.

As a conclusion we can state that even if the strategy presented is not yet optimal,

it leads to an improvement of the previous algorithm, since it eliminates a part of the

small eigenvalues, and could thus pave the way to the construction of a more scalable

method.
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Fig. 6. Eigenvalues of the interface preconditioned operator for 3× 3 (left) and 4× 4 (right)

decompositions.
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Summary. Simulations of saturated-unsaturated groundwater flow in heterogeneous soil

can be carried out by considering non-overlapping domain decomposition problems for the

Richards equation in subdomains with homogeneous soil. By the application of different

Kirchhoff transformations in the different subdomains local convex minimization problems

can be obtained which are coupled via superposition operators on the interface between the

subdomains. The purpose of this article is to provide a rigorous mathematical foundation for

this reformulation in a weak sense. In particular, this involves an analysis of the Kirchhoff

transformation as a superposition operator on Sobolev and trace spaces.

1 Introduction

The Richards equation, which describes saturated-unsaturated fluid flow in a homo-

geneous porous medium, reads

nθ(p)t −div(Khkr(θ(p))(∇p− z)) = 0 . (1)

The unknown water or capillary pressure p, given as the height of a correspond-

ing water column, is a function on Ω×(0,T ) for a time T > 0 and a domain Ω ⊂Rd

(d = 1,2,3) inhibited by the porous medium. The function n : Ω→ (0,1) is the poros-

ity of the soil, Kh : Ω → R+ is the hydraulic conductivity and z is the coordinate in

the direction of gravity.

The saturation θ : R→ [θm,θM] with θm,θM ∈ [0,1] is an increasing function of p

with θ(p) = θM (the case of full saturation and ellipticity of (1)) if p is large enough.

The relative permeability kr : [θm,θM]→ [0,1] is an increasing function of θ with

kr(θm) = 0 (degeneracy in (1)) and kr(θM) = 1. In this way the Richards equation

contains the generalized law of Darcy

v =−Khkr(θ(p))(∇p− z) ,

for the water flux v. Typical shapes of the nonlinearities θ and kr are depicted

in Figs. (a) and (b). However, these functions depend on the soil type so that we
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have different nonlinearities θi, kri on different non-overlapping subdomains Ωi,

i = 1, . . . ,N ∈ N, constituting a decomposition of Ω .

In the following, we assume n = Kh = 1 and N = 2 for simplicity. See Figure 1

for a decomposition of Ω into Ω1 and Ω2 where n denotes the outer normal of Ω1.

Moreover, we assume that (1) is discretized implicitly in time but with an explicit

n

Γ
Ω1

Ω2

Fig. 1. 2D-domain Ω decomposed into two subdomains.

treatment of the gravitational (convective) term so that with a suitable function f on

Ω we arrive at spatial problems of the form

θi(pi)−div(kri(θi(pi))∇pi) = f on Ωi , i = 1,2 . (2)

Appropriate interface conditions on Γ := Ω 1∩Ω 2, which are motivated hydrologi-

cally, are the continuity of the pressure and the normal water flux v ·n across Γ . After

our implicit–explicit time discretization, this leads to

p1 = p2 on Γ , (3)

kr1(θ1(p1))∇p1 ·n = kr2(θ2(p2))∇p2 ·n on Γ . (4)

In case of θ1 = θ2 and kr1 = kr2, these interface conditions can be mathematically

derived in a weak sense (and in a very general setting) as a multi-domain formulation

for the corresponding global problem, see [2, pp. 131–139].
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A powerful tool for the treatment of the Richards equation is Kirchhoff’s trans-

formation. It leads to spatial convex minimization problems after time discretization

(see [2] for details). Here, we need to apply two different Kirchhoff transformations

in the two subdomains. More concretely, we define

ui(x) := κi(pi(x)) =
∫ pi(x)

0
kri(θi(q))dq a.e. on Ωi , i = 1,2 . (5)

Consequently, we obtain

kri(θi(pi))∇pi = ∇ui , i = 1,2 , (6)

by the chain rule so that with the saturation

Mi(ui) = θi(κ
−1
i (ui)) , i = 1,2 , (7)

with respect to the new variables the equations (2) are transformed into

Mi(ui)−∆ui = f on Ωi , i = 1,2 . (8)

Moreover, the Kirchhoff–transformed interface conditions read

κ−1
1 (u1) = κ−1

2 (u2) on Γ , (9)

∇u1 ·n = ∇u2 ·n on Γ . (10)

Accordingly, boundary conditions on ∂Ω for (1) and (2) are transformed.

Applying Kirchhoff’s transformation is straightforward in the strong formula-

tions above. However, regarding the weak forms, the proof for the equivalence of the

physical and the transformed versions is more sophisticated. For example, we need

the chain rule (6) in a weak sense in H1(Ωi). Furthermore, κ−1
i (ui), i = 1,2, in (9)

has to be understood as an element of some trace space. In order to clarify these is-

sues, which already occur in case of a single domain, one has to study the Kirchhoff

transformation as a superposition operator in Sobolev and trace spaces. This is the

purpose of this paper.

Concretely, we present weak forms of the domain decomposition problems for

the time-discretized Richards equation and its transformed version in Section 2. Then

we carry out some analysis for the Kirchhoff transformation as a superposition oper-

ator in Section 3. Finally, the obtained results are exploited to prove the equivalence

of the weak formulations in Section 4.

2 Weak Forms of the Domain Decomposition Problems

In this section we give variational formulations of the domain decomposition prob-

lems (2)–(4) and (8)–(10) with homogeneous Dirichlet boundary conditions (com-

pare [3]). We start with some notation and assumptions.
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We require kri ∈ L∞(R) with kri≥α for some α > 0 and i = 1,2. (For the general

case α = 0 as in Figs. 1(a) and 1(b), the results are weaker; see [2, Sec. 1.5.4]). Let θi,

i = 1,2, be bounded Borel–measurable functions on R and f ∈ L2(Ω). Furthermore,

in a decomposition as above, let Ω and Ωi, i = 1,2, be bounded Lipschitz domains

in Rd and Γ a Lipschitz (d−1)-dimensional manifold. Now we introduce the spaces

Vi := {vi ∈ H1(Ωi)|vi|∂Ω∩∂Ωi
= 0}, V 0

i := H1
0 (Ωi), Λ := {v|Γ : v ∈ H1

0 (Ω)},

and for wi,vi ∈Vi, the forms

ai(wi,vi) := (∇wi,∇vi)Ωi
, bi(wi,vi) := (kri(θi(wi))∇wi,∇vi)Ωi

,

where (·, ·)Ωi
stands for the L2–scalar product on Ωi. The norm in H1(Ω) will be

denoted by ‖·‖1. Recall that the trace space Λ is either H
1/2
00 (Γ ) in case of Γ ∩ ∂Ω 6=

/0 (as in Figure 1) or H1/2(Γ ) otherwise [8, p. 7]. The restriction wi|Γ of a function

wi ∈Vi on the interface Γ has to be understood as the application of the corresponding

trace operator on wi.

Finally, let Ri, i = 1,2, be any continuous extension operator from Λ to Vi. Then

the variational formulation of problem (2)–(4) with homogeneous Dirichlet boundary

conditions reads as follows:

Find pi ∈Vi, i = 1,2, such that

(θi(pi),vi)Ωi
+bi(pi,vi) = ( f ,vi)Ωi

∀vi ∈V 0
i , i = 1,2 , (11)

p1|Γ = p2|Γ in Λ , (12)

(θ1(p1),R1µ)Ω1
+b1(p1,R1µ)− ( f ,R1µ)Ω1

=

− (θ2(p2),R2µ)Ω2
−b2(p2,R2µ)+( f ,R2µ)Ω2

∀µ ∈Λ . (13)

Analogously, the weak formulation of the transformed problem (8)–(10) with

homogeneous Dirichlet boundary conditions reads:

Find ui ∈Vi, i = 1,2, such that

(Mi(ui),vi)Ωi
+ai(ui,vi) = ( f ,vi)Ωi

∀vi ∈V 0
i , i = 1,2 , (14)

κ−1
1 (u1|Γ ) = κ−1

2 (u2|Γ ) in Λ , (15)

(M1(u1),R1µ)Ω1
+a1(u1,R1µ)− ( f ,R1µ)Ω1

=

− (M2(u2),R2µ)Ω2
−a2(u2,R2µ)+( f ,R2µ)Ω2

∀µ ∈Λ . (16)

The rest of this paper is devoted to prove the equivalence of the variational for-

mulations (11)–(13) and (14)–(16).

3 Kirchhoff Transformation as a Superposition Operator

The difficulties encountered to prove the equivalence of the weak forms in physical

and in transformed variables already occur for a single domain. Therefore, we omit

the indices i ∈ {1,2} in this section in which we want to address these difficulties.

We start with an important definition [1].
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Definition 1. Let p be a real-valued function defined on a subset S⊂ Rd , possibly

almost everywhere w.r.t. an appropriate measure. Furthermore, let κ : R→ R be a

real function. The superposition operator (or Nemytskij operator) κS : p 7→ κ(p) is

defined by pointwise application

(κS(p))(x) := κ(p(x)) ,

of κ to p (for x almost everywhere) on S. Let X be a normed space consisting of

a subset of all measurable functions on S. If the superposition operator satisfies

κS(p) ∈ X for all p ∈ X, we say that it acts on the space X. In this case we write κX :

X → X for the restriction of κS on the space X and call κX superposition operator

on X (induced by κ).

Here, S will be either Ω or a submanifold Σ of ∂Ω . If not otherwise stated,

we assume the conditions listed at the beginning of Section 2 and the Kirchhoff

transformation κ given as in (5). We begin by stating the weak chain rule which goes

back to J. Serrin (see [5]). Recall that κ ′ = kr ◦ θ ∈ L∞(R) holds for any Lipschitz

continuous function κ : R→ R due to the fundamental theorem of calculus.

Theorem 1. If κ : R→ R is Lipschitz continuous then the weak chain rule

κ ′(p)∇p = ∇(κ(p)) a.e. on Ω ,

holds for any p ∈W
1,1
loc (Ω) provided κ ′(p(x))∇p(x) is interpreted as 0 whenever

∇p(x) = 0.

We remark that the last condition is an essential part of the theorem since

κ ′(p(x)) does not have to be defined for any x ∈ Ω . Indeed, for kr ∈ L∞(R) the

composition kr ◦θ(p) alone does not make sense for p ∈W
1,1
loc (Ω) since it depends

on the choice of the representative in the equivalence class kr.

The next lemma is not hard to prove (see [2, Sec. 1.5.4]), however, we must apply

the weak chain rule twice in order to obtain (iii).

Lemma 1. The Kirchhoff transformation κ has the following properties.

(i) κ : R→ R is Lipschitz continuous and has a Lipschitz continuous inverse.

(ii) κ : R→R and κ−1 : R→R induce Lipschitz continuous superposition operators

acting on L2(Ω) and on L2(Σ) for any submanifold Σ ⊂ ∂Ω .

(iii) κ : R→ R induces an invertible superposition operator on H1(Ω) with

α−1‖p‖1 ≤ ‖κ(p)‖1 ≤ ‖kr ◦θ‖∞‖p‖1 ∀p ∈ H1(Ω) .

By imposing further conditions on the function kr ◦θ , e.g. its boundedness and

uniform continuity, the continuity of the superposition operator κH1(Ω) can be proved

by elementary means (compare [2, Prop. 1.5.14]) — if one assumes kr ◦ θ to be

Lipschitz continuous, one even obtains local Lipschitz continuity of κH1(Ω) in one

space dimension.

The following remarkable characterization of superposition operators acting on

H1(Ω), however, is a quite profound result, see Marcus and Mizel [6, 7].
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Theorem 2. Let Ω ⊂Rd be a bounded open set and κ : R→R a Borel function. The

superposition operator κΩ acts on H1(Ω) if and only if it is continuous on H1(Ω)
or, equivalently, if and only if κ is Lipschitz continuous for d > 1 or locally Lipschitz

in the case d = 1, respectively.

The following proposition contains an important commutativity result. Strangely

enough, in order to derive this algebraic property, it seems necessary to assume the

continuity of κH1(Ω). In the proof we also apply the well-known trace theorem for

trace operators trΣ : H1(Ω)→ H1/2(Σ) (compare e.g. [4, pp. 1.61, 1.65]).

Proposition 1. For a submanifold Σ ⊂ ∂Ω and κ as in Theorem 2, we have the

commutativity

κΣ (trΣ v) = trΣ (κΩ v) ∀v ∈ H1(Ω) . (17)

Proof. We prove that for any v ∈ H1(Ω)

‖trΣ (κΩ v)−κΣ (trΣ v)‖L2(Ω) (18)

is arbitrarily small by considering a sequence (vn)n∈N ⊂ C∞(Ω) converging to v in

H1(Ω). In fact, since Theorem 2 provides the continuity of κ and the trace of a

continuous function on Σ coincides with its restriction to Σ , the norm in (18) can be

estimated by

‖trΣ (κΩ v)− (κΩ vn)|Σ‖L2(Ω) +‖κΣ (vn|Σ )−κΣ (trΣ v)‖L2(Ω) . (19)

The first term in (19) is at most

‖trΣ‖‖κΩ v−κΩ vn‖1 ,

due to the trace theorem, and this estimate goes to 0 for n→ ∞ by the continuity of

κH1(Ω). For d > 1 where κ : R→ R is Lipschitz continuous, the second term in (19)

can be estimated by

L(κL2(Σ))‖vn|Σ − trΣ v‖L2(Σ) ≤ L(κL2(Σ))‖trΣ‖‖vn− v‖1 ,

with Lemma 1 (ii) (L(κL2(Σ)) denotes the Lipschitz constant of κL2(Σ)) and the trace

theorem and, therefore, tends to 0 for n→ ∞, too. In one space dimension, (17) is

clear since both κ (Theorem 2) and v (Sobolev’s embedding theorem) are continu-

ous. ⊓⊔

Note that Proposition 1 does not guarantee κΣ (trΣ v) ∈ H
1/2
00 (Σ) for trΣ v ∈

H
1/2
00 (Σ). However, we even have

Proposition 2. For a submanifold Σ ⊂ ∂Ω the function κ as in Theorem 2 induces a

continuous superposition operator on H1/2(Σ) and, if κ(0) = (0), on H
1/2
00 (Σ), too.
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Proof. With the continuous extension operator RΣ : H1/2(Σ)→H1(Ω) given by the

trace theorem and using Proposition 1, we can write

κΣ = κΣ ◦ trΣ ◦RΣ = trΣ ◦κH1(Ω) ◦RΣ ,

and the operator on the right hand side is a composition of continuous operators

which obviously acts on H1/2(Σ).

Regarding the second case we recall (see [4, p. 1.60]) that H
1/2
00 (Σ) is the space of

all functions µ ∈ H1/2(Σ) allowing trivial extensions µ̃ ∈ H1/2(∂Ω) with the norm

‖µ‖
H

1/2
00 (Σ)

= ‖µ̃‖H1/2(∂Ω) . (20)

Now, let η ∈ H
1/2
00 (Σ) and η̃ be a trivial extension of η in H1/2(∂Ω). Then,

since κ(0) = 0 and κ∂Ω acts on the space H1/2(∂Ω), we can conclude κ∂Ω (η̃) ∈
H1/2(∂Ω) and κ∂Ω (η̃)|Σ is a trivial extension of κΣ (η) ∈ H1/2(Σ), i.e. by defini-

tion κΣ (η) ∈ H
1/2
00 (Σ). Moreover, if µ ∈ H

1/2
00 (Σ) is treated as η , then κ∂Ω (η̃)−

κ∂Ω (µ̃) ∈ H1/2(∂Ω) is a trivial extension of κΣ (η)−κΣ (µ) ∈ H
1/2
00 (Σ). Now, (20)

and the continuity of κ∂Ω provide that, for any ε > 0, we have

‖κΣ (η)−κΣ (µ)‖
H

1/2
00 (Σ)

= ‖κ∂Ω (η̃)−κ∂Ω (µ̃)‖H1/2(∂Ω) ≤ ε ,

if ‖η̃− µ̃‖H1/2(∂Ω) = ‖η−µ‖
H

1/2
00 (Σ)

≤ δ holds with a suitable δ > 0. ⊓⊔

For completeness we remark that Proposition 2 also holds for the trace space

H
1/2
0 (Σ), see [2, Prop. 1.5.17].

4 Equivalence of the Weak Formulations

We are now in a position to prove our main result.

Theorem 3. With the assumptions on θi and kri, i = 1,2, the domain decomposition

problem (11)–(13) is equivalent to its transformed version (14)–(16).

Proof. The following statements are all valid for i = 1,2. First, Lemma 1 (iii) pro-

vides

pi ∈ H1(Ωi) ⇐⇒ ui ∈ H1(Ωi) .

Therefore, using (5), by Proposition 1 we can conclude

ui|∂Ω∩∂Ωi
= κi(pi)|∂Ω∩∂Ωi

= κi(pi|∂Ω∩∂Ωi
) = κi(0) = 0 ,

i.e. ui ∈Vi if pi ∈Vi. In light of Lemma 1 (i), the converse is true, too.

Now, since θi are bounded Borel–measurable functions on R we have

θi(pi(x)) = Mi(ui(x)) a.e. on Ωi , (21)
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due to (7) for all pi ∈ Vi with ui = κi(pi), and the functions given in (21) are

Lebesgue–measurable L∞–functions on Ωi. Therefore, the L2–scalar products, which

correspond to each other in (11) and (14) as well as in (13) and (16), respectively,

are equivalently reformulated.

Furthermore, the equivalent reformulation of the terms bi(·, ·) in (11) and (13)

into the terms ai(·, ·) in (14) and (16), respectively, is provided by the identity

kri(θi(pi))∇pi = κ ′i (pi)∇pi = ∇ui a.e. on Ωi ,

understood as functions in (L2(Ωi))
d . This is a consequence of Theorem 1.

Finally, the equivalence (12)⇔ (15) requires the commutativity

κ−1
i (ui)|Γ = κ−1

i (ui|Γ ) in Λ ,

which is obtained by Proposition 1 and 2. ⊓⊔

We close this investigation by noting that, in addition to Dirichlet and Neumann

boundary conditions, which have been considered above, boundary conditions of

“Signorini-type” can also be suitably Kirchhoff–transformed in a weak sense. How-

ever, as in the degenerate case α = 0, one can no longer establish the full equivalence

result, compare [2, Thm. 1.5.18].
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Summary. Optimized Schwarz methods form a class of domain decomposition algorithms in

which the transmission conditions are optimized in order to achieve fast convergence. They

are usually derived for a model problem with two subdomains, and give efficient transmission

conditions for the local coupling between neighboring subdomains. However, when using a

large number of subdomains, a coarse space correction is required to achieve parallel scala-

bility. In this paper we demonstrate with a simple model problem that a two-level optimized

Schwarz preconditioner is much more effective than a corresponding two-level Restricted Ad-

ditive Schwarz preconditioner. The weak dependence on the mesh size is retained from the

one-level method, while gaining independence on the number of subdomains. Moreover, the

best Robin transmission condition is well approximated by using the analysis from the two

subdomain case, under Krylov acceleration.

1 Introduction

In the last ten years, a new class of domain decomposition methods has emerged

and has been developed: Optimized Schwarz Methods (OSM). The main idea is to

replace the Dirichlet transmission conditions of the classical Schwarz iteration by

Robin or higher order conditions, and then optimizing the free parameters in these

conditions to obtain the best convergence. In addition to providing fast convergence,

the optimized transmission conditions allow us to use very small overlapping regions

(as well as no overlap), causing only a weak dependence of the convergence on the

mesh size. Optimized Schwarz methods were first introduced in [6] for the advection-

diffusion equation, and then studied for a variety of problems, for example in [3, 4, 5].

In all of these studies, the analysis of the convergence is done only for a model

problem with two infinite or rectangular subdomains, for which a Fourier transform

can be applied, thus making possible the explicit optimization of the transmission

conditions. In more practical situations with many subdomains, numerical experi-

ments show that such optimized transmission conditions lead to efficient local cou-

pling between neighboring subdomains, but there are no theoretical estimates on the

convergence rate of the Schwarz iteration in that case.
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It is well-known that domain decomposition techniques are not scalable with the

number of subdomains, unless a global mean of communication between the sub-

domains is incorporated. This is often achieved by a coarse space or coarse grid

correction. For optimized Schwarz methods, it is often claimed that the same coarse

grid corrections applied to “classical” Schwarz methods can be employed to remove

the dependence on the number of subdomains, but little numerical evidence of this

fact are published, and no theoretical results are yet available. In the early paper

of [7], two coarse space preconditioners were proposed that improve considerably

the convergence rate of the Schwarz iteration as we increase the number of subdo-

mains; these preconditioners are specific to non-overlapping decompositions, where

the problem is first reformulated as an interface problem.

In this paper, we consider the overlapping Optimized Restricted Additive Schwarz

(ORAS) preconditioner from [8], and apply a standard coarse grid correction to ob-

tain a two-level method (see [9] and references therein for the two-level Additive

Schwarz preconditioner). We verify with experiments that the weak scaling with re-

spect to the mesh size h is preserved, in agreement with the theory on OSM, and that

we gain independence on the number of subdomains for generous overlap. Moreover,

we investigate whether the formulas for the optimized parameters, derived in the case

of two subdomains, still provide good approximations for the best parameters for the

two-level ORAS preconditioner when applied to many subdomains.

The paper is organized as follows. In Section 2, we introduce a simple model

problem and describe the one-level and two-level preconditioners under considera-

tion. We also discuss some practical implications of an algebraic condition required

in the analysis of [8]. In Section 3, we present several numerical results for the two-

level preconditioners, in different scaling scenarios. Finally, in Section 4, we find the

best Robin parameter numerically and compare it with the values provided by the

formulas, which were derived in the two subdomain case.

2 Domain Decomposition Preconditioners

We consider the simple positive definite elliptic problem −∆u = f , on the unit

square, with homogeneous Dirichlet boundary conditions. We use finite differences

to discretize this problem on a uniform grid with n + 2 points in each dimension

(h := 1/(n+1)). This leads to a linear system Au = b. The domain of computation is

decomposed into Mx×My rectangular subdomains in the natural way, as illustrated

by Fig. 1.

2.1 One-Level Preconditioners

Let {Ω̃ j} denote a non-overlapping partition of the unknowns. By extending these

sets with C−1
2

layers of unknowns, we get an overlapping decomposition {Ω j} with

a physical overlap of width L = Ch. Let R̃ j and R j be the restriction operators on the

subsets {Ω̃ j} and {Ω j} respectively, and A j := R jART
j be the induced local matrices.

We consider the following two preconditioners
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(i, j)

Ω1 Ω2

Ω3 Ω4

Fig. 1. Example of a uniform domain decomposition into 4 overlapping subdomains. A zoom

near the crosspoint is shown on the right.

P−1
RAS :=

M

∑
j=1

R̃T
j A−1

j R j, P−1
ORAS :=

M

∑
j=1

R̃T
j Ã−1

j R j.

The first one is the Restricted Additive Schwarz (RAS) preconditioner of [2], while

the second denotes the Optimized Restricted Additive Schwarz (ORAS) precondi-

tioner, recently introduced in [8], where the local matrices are modified to imple-

ment optimized Robin interface conditions. Note that with this process, the physical

overlap is reduced by two mesh layers. For example, a physical overlap of L = 3h

for RAS will correspond to an overlap of L̃ = h for ORAS. Here, we will use L to

denote exclusively the physical overlap corresponding to the RAS preconditioner as

a reference. In the present context, we will refer to the case of minimal overlap when

choosing the width of the overlapping region to be L = 3h. In the case of gener-

ous overlap, we keep the overlap width proportional to the subdomain size, L = CH

(where C is chosen in such a way that we always have L≥ 3h).

We often think of an optimized Schwarz method as an iteration-by-subdomain of

the form

Ã ju
n+1
j = f j +

M

∑
j=1

B̃ jkun
k , j = 1,2, . . . ,M, (1)

whereas in this paper we wish to utilize a stationary iterative method with precondi-

tioner P−1
ORAS

un+1 = un +
( M

∑
j=1

R̃T
j Ã−1

j R j

)
(f−Aun). (2)

It is shown in [8] that the iterations (1) and (2) are equivalent under two conditions,

one of which is an algebraic condition given by

B̃ jkRkR̃T
m = 0, for any j, and m 6= k. (3)

2.2 Interpretation of the Algebraic Condition

The algebraic condition (3) relates the discretization of the transmission conditions

with the overlapping (Ω j) and non-overlapping (Ω̃ j) domain decompositions. For
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example, in the case of a decomposition into strips and a 5-point stencil discretization

of the Laplacian, condition (3) requires that the overlap be at least three mesh layers

wide, i.e L≥ 3h.

Now, if the domain decomposition has cross-points, how do we interpret the

algebraic condition? To gain more insight, let us consider a simple example with

4 subdomains, labeled as in Fig. 1. In condition (3), let m = 1, k = 2 and j = 4.

Fig. 1 also shows a blow-up of the region near the cross-point. After having applied

the combination R2R̃T
1 to a vector, the only possible nonzero entries are located in

the shaded region. Then, condition (3) imposes that the application of B̃42 should not

depend on those nodes. Consider in particular the node (i, j) from Fig. 1: it lies on the

boundary of Ω4 and inside Ω̃2, hence the operator B̃42 needs to extract a transmission

condition there.

If we use a standard finite difference discretization of the normal derivative at

(i, j) which is second order accurate (O(h2)), we will need the “illegal node” on the

left of (i, j), hence violating the algebraic condition. In practice, we have observed

that this causes very slow convergence of iteration (2). To avoid this problem, we

have implemented instead a first-order accurate approximation to the normal deriva-

tive (using a one-sided finite difference), for which the algebraic condition is satis-

fied. In that case, modifying the local matrices Ai to Ãi also becomes a much simpler

task: only diagonal entries for the nodes lying on the boundary of Ωi need to be

modified.

2.3 Two-Level Preconditioners

To introduce a coarse space correction, we proceed as follows. The (non-overlapping)

domain decomposition induces a natural coarse mesh with nodes (iHx, jHy), where

Hx = 1/Mx, Hy = 1/My. We define P0 to be the bilinear interpolation from the coarse

to the fine mesh. This induces a coarse matrix using the relation A0 := PT
0 AP0. We

choose to apply the coarse space correction sequentially, after the parallel subdomain

solves. In the case of a stationary iterative method, preconditioned by a two-level Re-

stricted Additive Schwarz preconditioner (RAS2), we get the iterates

uk+ 1
2 = uk +

M

∑
j=1

R̃T
j A−1

j R j(b−Auk),

uk+1 = uk+ 1
2 +P0A−1

0 PT
0 (b−Auk+ 1

2 ).

The same coarse grid component can be added on top of ORAS to get a two-level

Optimized Restricted Additive Schwarz preconditioner (ORAS2). To obtain faster

convergence, we can apply a GMRES iteration on the corresponding preconditioned

linear systems instead.

In this paper, we will experiment only with the optimized one-sided Robin con-

ditions, using the asymptotic formula valid for small values of h (when L = Ch),

namely p∗ ≈ 2−1/3k
2/3
minL−1/3 (see [4]). In this formula, the minimum frequency in

the min-max problem is chosen to be kmin = π for the one-level preconditioner, and
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kmin = π/H for the two-level preconditioner, in which case p∗ = O(H−2/3). The idea

behind this choice is that the coarse grid correction should take care of the frequen-

cies below π/H.

3 Numerical Results

In the following results, we solve the preconditioned linear system in two ways. First,

we use a stationary iterative method, with right hand side f ≡ 0 and random initial

guess u(0), and check the convergence to 0 in the relative ℓ∞-norm, with tolerance

10−6. Alternatively, we solve the linear system using a preconditioned GMRES (not

restarted), with random right-hand side and zero initial guess, with tolerance 10−8

on the preconditioned residual.

Our parallel implementation is based on the PETSc library [1]. For the solution of

local and coarse problems (i.e. applications of A−1
j ), we precompute a full Cholesky

factorization.

3.1 Dependence on h

Let us first fix the number of subdomains to 4×4 = 16 subdomains, use a minimal

overlap L = 3h, and decrease the fine mesh size. We average the iteration numbers

over 25 different random vectors. Fig. 2 illustrates that we obtain the theoretical

asymptotic convergence; in fact, with GMRES acceleration, we seem to get a slightly

better convergence factor than the expected 1−O(h1/6).
More importantly, observe that when using the stationary iterative method, the

ORAS2 preconditioner (for which we have chosen kmin = π/H) takes more iterations

than the one-level ORAS preconditioner (for which kmin = π). This indicates that

the Robin parameter with kmin = π/H does not give the appropriate value; we will

confirm this in Section 3. On the other hand, this choice of parameter appears to yield

good convergence under GMRES acceleration.

10
−4

10
−3

10
−2

10
−1

10
1

10
2

10
3

10
4

h

nu
m

be
r 

of
 it

er
at

io
ns

Stationary iterative method

 

 

RAS
RAS2
ORAS
ORAS2

h−1

h−1/3

10
−4

10
−3

10
−2

10
−1

10
1

10
2

h

nu
m

be
r 

of
 it

er
at

io
ns

GMRES acceleration

 

 

RAS
RAS2
ORAS
ORAS2

h−1/2

h−1/6

Fig. 2. Example with 16 subdomains, minimal overlap L = 3h, and decreasing h.
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3.2 Dependence on H, with Generous Overlap

We now fix the fine mesh size with n = 512, and increase the number of subdomains

while keeping the overlap proportional to H (as much as possible). The following

are results obtained for only one instance of a random vector. Table 1 contains the

number of iterations; with the GMRES method, the convergence of ORAS2 appears

to be independent of the number of subdomains as expected. Also, we can again

observe that the performance of ORAS2 with the choice kmin = π/H is not acceptable

for the stationary iterative method, when compared to the ORAS preconditioner.

Mx×My (L) 2×2 (9h) 4×4 (5h) 8×8 (3h) 2×2 (9h) 4×4 (5h) 8×8 (3h)

Stationary iterative method Preconditioned GMRES

RAS 306 739 > 2000 33 60 99

ORAS 27 54 136 16 22 32

RAS2 206 395 533 28 32 31

ORAS2 33 76 174 14 16 17

Table 1. Number of iterations with increasing the number of subdomains, while keeping the

overlap proportional to H.

3.3 A Weak Scalability Test

Suppose now that each processor handles a problem of fixed size, in this case

192×192, and let’s increase the number of processors. In other words, we keep H/h

constant, and always use a minimal overlap L = 3h. Table 2 clearly shows that the

ORAS2 preconditioner provides significant improvement on the convergence over

RAS2 (the difference would become even greater if we increase the ratio H/h).

Mx×My 2×2 4×4 6×6 8×8 9×9

no. of unknowns 147,456 589,824 1,327,104 2,359,296 2,985,984

Stationary iterative method

RAS2 439 1082 1528 1557 1798

ORAS2 325 316 323 332 324

Preconditioned GMRES

RAS2 40 47 48 48 48

ORAS2 18 20 21 21 21

Table 2. Number of iterations for a weak scaling experiment.

4 Best Robin Parameter

Does the asymptotic formula for the optimized Robin parameter give a good approx-

imation to the best parameter value for the ORAS2 preconditioner? We provide an
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answer to this question by minimizing the number of iterations taken by the pre-

conditioned iterative method, to obtain the best Robin parameter numerically. Fig. 3

show the results for a fixed problem with mesh size h = 1/64 and 4× 4 = 16 sub-

domains (H = 1/4). Fig. 4, on the other hand, plots the behavior of the best Robin

parameter as the number of subdomains is increased. We can make two interesting

remarks, which are in agreement with our previous experiments:

1. For the stationary iterative method, the best p for ORAS and ORAS2 are very

close, and the best convergence appears to be the same in both cases. The asymp-

totic formula for the optimized Robin parameter with kmin = π/H gives values

far from the best possible.

2. On the other hand, in the case of preconditioned GMRES, the optimized Robin

parameters with kmin = π and kmin = π/H respectively are very close to the best

parameter values, and the convergence of the two-level preconditioner offers

significant improvement over the one-level version.
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Fig. 3. Convergence for different values of the Robin parameter p, when h = 1/64 and H = 1/4
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1 Introduction

Non-matching grids are becoming more and more common in scientific computing.

Examples are the Chimera methods proposed by [20] and analyzed in [2], the mortar

methods in domain decomposition by [1], and the patch method for local refine-

ment by [6], and [17], which is also known under the name ’numerical zoom’, see

[9]. In the patch method, one has a large scale solver for a particular partial differ-

ential equation, and wants to add more precision in certain areas, without having

to change the large scale code. One thus introduces refined, possibly non-matching

patches in these regions, and uses a residual correction iteration between solutions

on the patches and solutions on the entire domain, in order to obtain a more refined

solution in the patch regions. The mortar method is a domain decomposition method

that permits an entirely parallel grid generation, and local adaptivity independently

of neighboring subdomains, because grids do not need to match at interfaces. The

Chimera method is also a domain decomposition method, specialized for problems

with moving parts, which inevitably leads to non-matching grids, if one wants to

avoid regridding at each step. Contact problems in general lead naturally to non-

matching grids.

In all these cases, one needs to transfer approximate solutions from one grid to

a non-matching second grid by projection. This operation is known in the literature

under the name mesh intersection problem in [12], intergrid communication problem

in [16], grid transfer problem in [18], and similar algorithms are also needed when

one has to interpolate discrete approximations, see [13, Chap. 13].

2 Towards an Optimal Algorithm

There are two problems that need to be addressed in order to obtain an efficient pro-

jection algorithm, a combinatorial one and a numerical one: the combinatorial one

stems from the fact that in principle, every element of one grid could be intersecting
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with every element of the other grid, and hence the naive approach immediately leads

to an O(n2) algorithm, where n is the number of elements. This is well known in the

domain decomposition community, see for example [4]. The numerical difficulty is

related to the calculation of the intersection of two finite elements, which is numeri-

cally difficult, because one needs to take numerical decisions whether two segments

intersect or not, and whether one point is in an element or not. For the patch method,

[17] state: “Some difficulties remain though since we must compute integrals in-

volving shape functions that are defined on non-compatible meshes”. They use as

approximation a midpoint rule, computing only in which element the barycenter of

the elements of the other grid lies. The influence of the error of a quadrature rule for

this problem is studied in [15]. The authors in [4] mention the substantial complexity

increase when going from one- to two-dimensional interfaces, and a sophisticated

program with many special cases is used to compute the projection, as explained

by [3].

If one needs to interpolate values only, the numerical intersection problem is

avoided, and an elegant way to reduce the complexity to O(n logn) was introduced by

[10], in form of an additional adaptively refined background Cartesian mesh, called

quadtree in 2d and octree in 3d. This approach is currently widely used, for example

in contact problems, see [11], where the overall complexity of the simulation process

is still dominated by the nonlinear monotone multigrid method. A related approach

is to use a binning (or bucket) technique, introduced by [14], see for example [18],

and the MpCCI code from the Fraunhofer [8]. Faster algorithms can be obtained, if

neighboring information for each element is available: in the case of interpolation,

one can use an advancing front technique that starts, for each new point at which

one needs to interpolate data, a local search in the neighborhood of the element

where the previous point was interpolated. Only if this search is not successful in

less than a constant number of steps a brute force search is launched, see [13]. This

approach leads to an algorithm with close to linear complexity. A related technique

uses a self-avoiding walk, see [12], with a vicinity search. This search can only fail

after a boundary element had no intersection with any element of the other mesh,

in which case a quad-tree search is employed. This leads to what the authors call

approximately linear complexity. Further techniques for treating the boundary are

given in [13].

Computing the intersection of elements numerically was first studied in the com-

puter graphics community under the name “polygon clipping”, see [21] and refer-

ences therein. The basic algorithm works as follows: one marches along the edges

of one polygon, and whenever an intersection is found, one switches the polygons

and marches on the edges of the other one. As soon as one returns to a point al-

ready visited, the intersection polygon is obtained. This algorithm is extensively

used in computer graphics, and a generalized version, which can also handle self-

intersecting polygons can be found in [7], where we also find the quote: “So far we

have tacitly assumed that there are no degeneracies, i.e. each vertex of one polygon

does not lie on an edge of the other polygon. Degeneracies can be detected in the

intersect procedure . . . In this case we perturb the vertex slightly. If we take care

that the perturbation is less than a pixel width, the output on the screen will be cor-
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rect.” While for computer graphics, a natural scale for the truncation is the pixel, it

is more difficult to determine acceptable perturbations for numerical applications.

Since we did not find an elegant and robust solution for degenerate cases in the con-

text of mortar applications, we propose an entirely different algorithm below, which

can also easily be generalized to three-dimensional interfaces. A numerically robust

way to determine intersections is however presented in [19], who is using adaptive

precision floating point arithmetic. The award winning mesh generator “triangle” by

the same author computes intersections of two non-matching triangular grids using

this approach.

For a problem in two dimensions, the mortar method has one-dimensional inter-

faces, and a simple algorithm based on the ideas of merge sort computes the projec-

tion in O(n) steps, where n is the number of elements touching the interface, see [5].

We show in this paper a generalization of this algorithm to higher dimensions. We use

an advancing front technique and neighboring information, which is often available

in finite element meshes, in order to obtain an algorithm with linear complexity. Its

implementation is surprisingly short, and we give the entire Matlab code. For com-

puting the intersection, we use a new approach, which turns out to be numerically

robust and can be generalized to higher dimensions. We show numerical experiments

both in 2d and 3d, which illustrate the optimal complexity and negligible overhead

of the algorithm.

3 The Algorithm for Computing the Intersection

We now present an algorithm that computes the intersection polygon of two arbi-

trary triangles. It first computes all edge intersections, and all corners of the tri-

angles that are contained in the other one. Then the algorithm orders the set of

points obtained counterclockwise in order to obtain the intersection polygon, see

Figure 1. The graphic primitive EdgeIntersections(X,Y) computes all intersec-

tions of edges of triangle X (corner coordinates stored column-wise) with edges of

triangle Y, including borderline cases by using greater or equal in the decisions. The

routine PointsOfXInY(X,Y) computes corners of triangle X in triangle Y, again in-

cluding borderline cases. The routine SortAndRemoveDoubles(P) sorts the points

in P in counterclockwise order and removes duplicates, which turns out to make the

algorithm numerically robust.

In addition to computing the intersection polygon, the algorithm also returns two

more results needed later: in n which neighboring triangles of X will also intersect

with Y, and in M the integrals on the intersection P of products of element shape

functions of X with the ones of Y, or any related quantity obtained from the routine

MortarInt.

This algorithm can be generalized to compute the intersection of tetrahedra in 3d

(see also Section 5): one first calculates all points were an edge of one tetrahedron

traverses the face of the other, and all corners of one tetrahedron contained in the

other. Then one orders the points face by face counterclockwise. Note also that this

intersection algorithm can easily be generalized to convex polygons and polyhedra.
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function [P,n,M]=Intersect(X,Y);
% INTERSECT intersection of two triangles and mortar contribution
% [P,n,M]=Intersect(X,Y); computes for two given triangles X and Y
% the points P where they intersect, in n the indices of neighbors
% of X that also intersect with Y, and the local mortar matrix M
% of contributions of the element X on the element Y.

[P,n]=EdgeIntersections(X,Y);
Q=PointsOfXInY(X,Y);
if size(Q,2)>1 % if there are two or more

n=[1 1 1]; % interior points, the triangle
end % is candidate for all neighbors
P=[P Q];
P=[P PointsOfXInY(Y,X)];
P=SortAndRemoveDoubles(P); % sort counterclockwise
M=zeros(3,3);
if size(P,2)>0

for j=2:size(P,2)-1 % compute local Mortar matrix
M=M+MortarInt(P(:,[1 j j+1]),X,Y);

end;
end;

Fig. 1. Algorithm for computing the intersection polygon of two triangles.

4 The Projection Algorithm with Linear Complexity

We now show an algorithm that computes, for two non-matching triangular meshes

representing the same planar geometry, the associated mortar projection matrix, see

[1], or any other similar quantity on each intersection polygon defined by MortarInt

in the Intersect procedure. The algorithm is using advancing fronts and the fact

that each triangle knows which are its neighbors, see Fig. 2. The input of the algo-

rithm are two triangular grids. The grid node coordinates are stored column wise in

N. The triangles are stored row wise in T, the first three numbers referring to the nodal

coordinates of the triangle in N, and the next three to the neighboring triangles in T,

both ordered counterclockwise. The algorithm then works as follows: it starts with a

pair of intersecting triangles (assumed to be the first ones in Ta and Tb), which are

often trivially available at a corner, but otherwise could also be found by one direct

search. We then compute first the intersection of these two triangles using the inter-

section routine from Section 3. We then add the neighbors of the triangle from mesh

a as candidates in a list al, since they could intersect with our triangle from mesh

b. Picking triangles from list al one by one, we compute their intersection with the

current triangle from mesh b and add non treated neighbors to the list al until all

triangles in al have been treated. This implies that the starting triangle from mesh b

cannot intersect any triangles from mesh a any more. Now we put all the neighbors

of the starting triangle of mesh b into a list bl, and perform the same steps as for

the first triangle on each one in the list bl, until it becomes empty, and the algorithm

terminates.

We now address the complexity of our algorithm: the key step is that we stored

a starting candidate from list al for each of the triangles added to list bl in list

bil. This information is obtained without extra calculation in the computation of the

intersection. Thus there is never a search needed for a candidate triangle of mesh a
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function M=InterfaceMatrix(Na,Ta,Nb,Tb);
% INTERFACEMATRIX projection matrix for non-matching triangular grids
% M=InterfaceMatrix(Na,Ta,Nb,Tb); takes two triangular meshes Ta
% and Tb with associated nodal coordinates in Na and Nb and
% computes the associated mortar projection matrix M

bl=[1]; % bl: list of triangles of Tb to treat
bil=[1]; % bil: list of triangles Ta to start with
bd=zeros(size(Tb,1)+1,1); % bd: flag for triangles in Tb treated
bd(end)=1; % guard, to treat boundaries
bd(1)=1; % mark first triangle in b list.
M=sparse(size(Nb,2),size(Na,2));
while length(bl)>0

bc=bl(1); bl=bl(2:end); % bc: current triangle of Tb
al=bil(1); bil=bil(2:end); % triangle of Ta to start with
ad=zeros(size(Ta,1)+1,1); % same as for bd
ad(end)=1;
ad(al)=1;
n=[0 0 0]; % triangles intersecting with neighbors
while length(al)>0

ac=al(1); al=al(2:end); % take next candidate
[P,nc,Mc]=Intersect(Nb(:,Tb(bc,1:3)),Na(:,Ta(ac,1:3)));
if ~isempty(P) % intersection found

M(Tb(bc,1:3),Ta(ac,1:3))=M(Tb(bc,1:3),Ta(ac,1:3))+Mc;
t=Ta(ac,3+find(ad(Ta(ac,4:6))==0));
al=[al t]; % add neighbors
ad(t)=1;
n(find(nc>0))=ac; % ac is starting candidate for neighbor

end
end
tmp=find(bd(Tb(bc,4:6))==0); % find non-treated neighbors
idx=find(n(tmp)>0); % take those which intersect
t=Tb(bc,3+tmp(idx));
bl=[bl t]; % and add them
bil=[bil n(tmp(idx))]; % with starting candidates Ta
bd(t)=1;

end

Fig. 2. Algorithm with linear complexity for computing the intersection of two non-matching

triangular grids and the associated mortar projection matrix.

that could intersect the currently treated triangle from mesh b. The algorithm treats

triangles of mesh b one by one, and checks for each triangle at most a constant

number of triangles in mesh a, which shows that the average complexity is linear.

The worst-case complexity however is quadratic, namely when the constant equals

the total number of triangles in mesh a. This situation arises when every triangle of

mesh a intersects every triangle of mesh b, and quadratic complexity is unavoidable

in this case.

Note that our algorithm does not depend on the number of dimensions; it only

uses the fact that each element has a given number of neighbors, which in the imple-

mentation shown is three. We however assumed that the two meshes are connected,

and also that the intersection of one element with the elements of the other mesh are

simply connected. Otherwise the algorithm would need extra starting points in order

to find the complete intersections.
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5 Numerical Experiments

We show in Fig. 3 a comparison of our algorithm with the brute force search, where
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Fig. 3. Comparison in computing time for two-dimensional meshes on the left, and three-

dimensional meshes on the right.

for every element in the first mesh the intersection with every element in the second

mesh is computed. On the left, we show the average computing time for twenty

projection calculations in two dimensions, each time with two random triangular

meshes, and on the right a similar comparison for the three-dimensional case, where

we show the average computing time for five projection calculations. In addition to

the asymptotic superiority, we also see that the new algorithm is already competitive

for small meshes, i.e. the algorithmic overhead is negligible.

6 Conclusions

The intersection algorithm we presented for two triangles can be made slightly faster

by first using an inexact range test to quickly exclude non-intersecting triangles,

before starting the actual computation of the intersection.

The projection algorithm itself has also been extended to contact problems, where

the interfaces of the two neighboring domains do not quite lie in the same physical

manifold, and an additional projection “normal” to the interface is necessary. All

codes and a demo are available at www.unige.ch/∼gander.
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A Maximum Principle for L2-Trace Norms with an

Application to Optimized Schwarz Methods
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Summary. Harmonic functions attain their pointwise maximum on the boundary of the do-

main. In this article, we analyze the relationship between various norms of nearly harmonic

functions and we show that the trace norm is maximized on the boundary of the domain. One

application is that the Optimized Schwarz Method with two subdomains converges for all

Robin parameters α > 0.

1 Introduction

Given a domain Ω ⊂ R2, consider the model problem

−∇ · (a∇u)+ cu = f in Ω and u = 0 on ∂Ω , (1)

where a : Ω → M2×2 is a symmetric and coercive 2× 2 matrix valued function of

x ∈Ω and c is a non-negative function of x ∈Ω . If we have a domain decomposition

Ω = Ω1∪Ω2 and given functions v0, w0 on Ω1, Ω2, respectively, typical domain de-

composition algorithms iteratively solve problems of the type (−∇ · (a∇)+c)vk = f

in Ω1 and (−∇ · (a∇)+ c)wk = f in Ω2, k ≥ 1, with some boundary conditions. In

the classical Schwarz algorithm, the local problems use Dirichlet data. Optimized

Schwarz Methods replace the Dirichlet subproblems by Robin subproblems; see [5]

for a detailed discussion and bibliography. The analysis of the convergence of Op-

timized Schwarz Methods turned out to be more complicated than that of classical

Schwarz methods; see [7, 8, 9].

Schwarz’s idea [11] to prove the convergence was to use the maximum principle.

This is based on the observation that the error iterates u
(i)
k −u are (a,c)-harmonic on

each subdomain, for every k ≥ 1; i.e., they solve the PDE −∆ · (a∆u
(i)
k )+ cu

(i)
k = 0.

In a recent paper [10], we have shown that trace norms can be used in a similar way

to show the convergence of Optimized Schwarz Methods, which use Robin boundary

conditions on the interfaces between the subdomains.

Let Ω be a domain and Γ1 ⊂ Ω , Γ2 ⊂ ∂Ω be curves. Our goal is to give some

conditions under which there is a positive ω < 1 such that the inequality
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∫

Γ1

v2 ≤ ω
∫

Γ2

v2, (2)

is satisfied for every (nearly) (a,c)-harmonic function v on Ω satisfying suitable

boundary conditions. This result is more general than the one we presented in [10],

where it is assumed that v is exactly (a,c)-harmonic.

The structure of this article is as follows. In Section 2, we introduce the notion of

(ε,a,c)-harmonicity, and ε-relative uniformity. With these definitions, we are able

to prove our main result, which is that the maximum trace L2 norm is attained on the

boundary. In Section 3, we discuss some applications to Schwarz methods.

2 The Maximum Principle for L2-Trace Norms

To describe our main result, we must first discuss certain Sobolev estimates; we refer

the reader to [1, 2, 7], and references therein for details.

2.1 Preliminaries on the Domain and the Interfaces

Let ρ be a nonnegative function on Ω . Let H1(Ω ,ρ) be the space of functions v of

finite weighted Sobolev norm

‖v‖2
H1(Ω ,ρ) =

∫

Ω
(|∇v|2 + |v|2)ρ.

If ρ(x) goes to zero linearly as x approaches the boundary ∂Ω , then the trace map

u→ u|∂Ω is discontinuous, i.e., there is no trace space [6].

Let Ω be parametrized by a function Φ(x,y). The domain of Φ is Z = {(x,y)|x0≤
x ≤ x2 and p(x) ≤ y ≤ q(x)}, where x0 < x2 are real numbers. For simplicity, all

domains in this paper are Lipschitz.1 We assume that p and q are C1 and that Φ is C2.

Because of the parametrization, Ω is furthermore piecewise C1 and connected.2 For

each fixed x, we define Γx to be the curve parametrized by y→Φ(x,y). In the context

of domain decompositions, Ω is one of the two overlapping subdomains. Choosing

x1 between x0 and x2, Γx1
and Γx2

are the interfaces defined by the boundary of the

overlap. We define Ux = ∪x0≤ξ≤xΓξ , the part of Ω “to the left” of Γx; see Fig. 1. If v

is in H1(Ω), we define

e(x) = e(x,v) =
∫

Γx

v2. (3)

Thus, our goal is to find a positive ω < 1, and conditions on Ω ,Φ ,v so that e(x1) <
ωe(x2), i.e., that (2) holds.

1 We do not assume that Ω is convex.
2 We could relax the connectedness hypothesis by using one chart per component.
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Fig. 1. Left: the domain Ω and the two interfaces Γx1
and Γx2

(in bold). Right: Ux (shaded) and

Γx (bold).

2.2 (ε,a,c)-Harmonicity

A function v in H1(Ω) is said to be (a,c)-harmonic if (−∇ · a∇ + c)v = 0. Such

functions obey the maximum principle: the L∞ norm of an (a,c)-harmonic noncon-

stant function is attained on the boundary, and not on the interior. We want to find a

notion of near-(a,c)-harmonicity, which we will call (ε,a,c)-harmonicity, such that

a related maximum principle holds. To that end, let v be in H1(Ω) with v = 0 on

∂Ω \Γx2
and let ν be the outer normal to Ux. Consider the quantity

S =
∫ x2

x1

∫ q(x)

p(x)
v(aν) ·∇v|Φy|dydx

=
∫ x2

x1

∫

Ux

−v(−∇ ·a∇+ c)v+(∇v)T a(∇v)+ cv2 dsdx (4)

=
∫

Ω
[−v(−∇ ·a∇+ c)v+(∇v)T a(∇v)+ cv2]ρ, (5)

where we have used Green’s integration by parts to obtain (4), and Fubini’s Theorem

to obtain (5). The function ρ(x) is therefore the Lebesgue measure of the set {ξ ∈
(x1,x2) : x ∈Uξ}, and hence ρ(x) = O(dist(x,Γx2

)). We want to be able to compare

S with

‖v‖2
L =

∫

Ω
[(∇v)T a(∇v)+ cv2]ρ, (6)

which is a norm that is equivalent to ‖v‖H1(Ω ,ρ).
3 To that end, for ε ≥ 0, we say that

v ∈ H1(Ω) is (ε,a,c)-harmonic if

−ε‖v‖2
L ≤

∫

Ω
v(−∇ ·a∇+ c)vρ ≤ ε‖v‖2

L. (7)

Note that an (a,c)-harmonic function is (0,a,c)-harmonic. If v is (ε,a,c)-harmonic,

and if v = 0 on ∂Ω \Γx2
, then we have

3 The equivalence of norms is a variant of the standard argument that the bilinear form of

the elliptic operator is equivalent to the H1 norm, but with the added weight ρ; see [2] for

details. In the case c = 0, a variant of the Friedrichs’ inequality is used.
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(1− ε)‖v‖2
L ≤ S≤ (1+ ε)‖v‖2

L.

We define

s(x) =

∫
Γx

ΦT
x aν

∫
Γx

(aν)2
, (8)

that is, for any x ∈ (x1,x2), s(x)a(Φ(x, ·))ν(Φ(x, ·)) is the orthogonal projection4 of

Φx(x, ·) onto the span of aν in L2(Γx). Let g be a C0 vector field. Then for v∈H1(Ω),
Dgv = g ·∇v ∈ L2(Ω). We will use the field g = Φx− saν .

2.3 ε-Relative Uniformity

We now turn to the notion of relative uniformity. We first want to impose a condition

so that Φx is not too tangent to Γx in the sense that there are constants C1 > 0 and

C2 < ∞, such that C1 ≤ s(x)≤C2 for all x.
If a is the identity and Φ is conformal, then Φx ·Φy = 0, i.e., ν is parallel to

Φy and s(x) is strictly positive and bounded, cf. (8). If Φ is not conformal, but still

0 < C1 ≤ s≤C2 < ∞, we say that Φ is “nearly conformal”. Using (6), if v is (ε,a,c)-
harmonic, for a fixed ε > 0, and v = 0 on ∂Ω \Γx2

, then there are constants Ca =
Ca(ε) and C′a = C′a(ε) such that

Ca(ε)‖v‖2
L ≤

∫ x2

x1

s

∫ q(x)

p(x)
2v(aν) ·∇v|Φy|dydx≤C′a(ε)‖v‖2

L. (9)

Specifically, one may use Ca(ε) = 2(C1− εC2) and C′a(ε) = 2(C2 + εC2). Further

assume that there are constants Cν < ∞ and C0 < ∞ such that
∣∣∣∣
∫ x2

x1

∫ q(x)

p(x)
2v(Φx− saν) ·∇v|Φy|dydx

∣∣∣∣≤Cν‖v‖2
L, (10)

∣∣∣∣
∫ x2

x1

∫ q(x)

p(x)
v2 Φy ·Φxy

|Φy|
dydx

∣∣∣∣≤C0‖v‖2
L. (11)

If a is the identity and Φ is conformal, then Cν =C0 = 0. Our allowances for Cν ,C0 >
0 means that we can use a Φ which is “nearly conformal”.

Furthermore, if there is a diffeomorphism that turns a into the identity and Φ
into a conformal map, we also have Cν = C0 = 0. Thus, if the interfaces Γx1

and Γx2

are “nearly parallel” in the metric induced by a, these constants will be small. In our

Definition 1 we want Cν and C0 to be small in the sense that their sum is smaller than

Ca(ε).

Definition 1. Let Ω be a domain, fix ε > 0 and consider the elliptic problem (1). Let

Φ be a parametrization of Ω as above. Let s(x) be as in (8), and let the positive

constants Ca(ε), Cν , and C0 be such that (9), (10), and (11) hold. We say that the

parametrization is ε-relatively uniform if the inequality Ca(ε)−Cν −C0 > 0 holds,

for every v which is (ε,a,c)-harmonic with v = 0 on ∂Ω \Γx2
.

4 There is no reason to prefer this particular choice of s(x), but we hope that it makes Φx−
saν small in a useful way.
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2.4 Maximum Principle for L2-Trace Norms

We present our main Theorem which depends on the elliptic operator (as parametrized

by a and c), on the domain Ω and its parametrization Φ , as well as on ε > 0.

Theorem 1. (Maximum principle for a trace norm) Fix ε > 0 and let Φ be an ε-

relatively uniform parametrization of Ω . Then, there exists a positive ω < 1 such

that, for every (ε,a,c)-harmonic v∈H1(Ω) with v = 0 on ∂Ω \Γx2
, then the estimate

e(x1)≤ ωe(x2) is satisfied.

Proof. This proof proceeds in two steps. First, we justify differentiating under the

integral sign, then we use Green’s Theorem and various trace estimates to show

that e′ ≥ 0. Let K be an upper bound for |p(x)| and |q(x)|. Let w ∈ H1(Z) with

w(x, p(x)) = w(x,q(x)) = 0 for x ∈ (x1,x2). Let

ϕ(x) =
∫ q(x)

p(x)
w2(x,y)dy. (12)

Let ϕ ∈C∞
c (x1,x2), i.e., an infinitely differentiable, compactly supported test function

on the interval (x1,x2), and consider the number

η = η(w) =
∫ x2

x1

ϕ(x)ϕ ′(x)dx =
∫ x2

x1

∫ q(x)

p(x)
w2(x,y)ϕ ′(x)dydx.

We can extend w, first by zero to the strip S = {(x,y)|x1 < x < x2} (since p,q ∈C1),

then using a continuous extension operator to H1(R2) to obtain a new function w̃;

see, e.g., [1]. We have w̃|Z = w and w̃|S\Z = 0. Likewise, by trivial extension of ϕ ,

we can consider ϕ̃(x,y) = π(y)ϕ(x) ∈C∞
c (R2) where π(y) a smooth function which

is uniformly one on [−K,K], and zero outside of [−K−1,K +1]. Then we have

η =

∫

R2
w̃2(x,y)Dxϕ̃(x,y)dxdy =−

∫

R2
Dx(w̃

2(x,y))ϕ̃(x,y)dxdy

=−
∫

Z
2w(x,y)wx(x,y)ϕ(x)dxdy

=−
∫ x2

x1

∫ q(x)

p(x)
2w(x,y)wx(x,y)dyϕ(x)dx.

Hence, ϕ has a weak derivative and it is given by ϕ ′(x) =
∫ q(x)

p(x)
2wwx dy. If we use

w(x,y) = v(Φ(x,y))
√
|Φy| in (12), we recover e(x) as in (3). We thus obtain that e(x)

is weakly differentiable and that its weak derivative is

(Dwe)(x) = e′(x) =
∫ q(x)

p(x)

(
2vΦx ·∇v|Φy|+ v2 Φy ·Φxy

|Φy|

)
dy.

Therefore, by adding and subtracting the appropriate term and using (9), (10), and

(11), we have
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e(x2)− e(x1) =
∫ x2

x1

e′(x)dx

=
∫ x2

x1

∫ q(x)

p(x)
2vΦx ·∇v|Φy|dydx+

∫ x2

x1

∫ q(x)

p(x)
v2 Φy ·Φxy

|Φy|
dydx

=
∫ x2

x1

s

∫ q(x)

p(x)
2v(aν) ·∇v|Φy|dydx

+
∫ x2

x1

∫ q(x)

p(x)
2v(Φx− saν) ·∇v|Φy|dydx

+
∫ x2

x1

∫ q(x)

p(x)
v2 Φy ·Φxy

|Φy|
dydx,

(13)

and thus

e(x2)− e(x1)≥ (Ca−Cν −C0)‖v‖2
L. (14)

Similarly, one obtains

e(x2)− e(x1)≤ (C′a +Cν +C0)‖v‖2
L

e(x2)≤ (C′a +Cν +C0 +CT )‖v‖2
L (15)

where CT is the constant of the trace inequality from (H1(Ω),‖ · ‖L) to L2(Γx1
).5

Combining (14) and (15), one obtains the desired inequality

e(x1)≤
(

1− Ca−Cν −C0

C′a +Cν +C0 +CT

)
e(x2). ⊓⊔

If we use the estimates Ca = C1 − εC2 and C′a = C2 + εC2, we can make the

dependence of ω on ε explicit:

ω ≤ 1− C1− εC2−Cν −C0

C2 + εC2 +Cν +C0 +CT

< 1,

so long as the numerator C1− εC2−Cν −C0 > 0.

We mention that in [10] a version of our Theorem 1 for a block Gauss-Seidel

algorithm is proved in the special case of a rectangular domain with Φ(x,y) = (x,y).
We also mention that, while we proved Theorem 1 in the plane, it also holds in higher

dimensions and on manifolds, under suitable hypotheses; see [10]. This is important

because one cannot rely, e.g., on conformal maps in dimensions higher than 2 to

prove results for general domains.

5 This trace inequality follows from the following argument: since ρ ≫ 0 on Γx1
, there is

some neighborhood U of Γx1
such that ρ(x) > a > 0 everywhere in U . Then,

∫
U (∇v)2 +

v2 < 1
a

∫
Ω ((∇v)2 + v2)ρ , and we use the Trace Theorem [2] for H1(U).
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3 Applications to Schwarz Methods

This maximum principle can be used to prove convergence of the classical Schwarz

iteration. If Σ is a domain in the plane and Σ = Σ1 ∪Σ2 is an overlapping domain

decomposition, and given u0 ∈ H1
0 (Σ), the alternating Schwarz method is

(−∇ ·a∇+ c)uk+ j/2 = f in Σ j,

uk+ j/2 = 0 on ∂Σ ,

uk+ j/2 = uk+( j−1)/2 on ∂Σ j ∩Σ3− j; (16)

with k = 0,1,2, . . . and j = 1,2. Obviously, the iteration converges

if the Dirichlet data (16) converge to zero in L2(∂Σ j). Let v
(ℓ)
k+ j/2

:=

u− u
(ℓ)
k+ j/2

be the error terms. By setting Ω = Σ1 in Theorem 1, we see that

‖vk+1/2‖L2(∂Σ2) <
√

ω‖vk‖L2(∂Σ1). Similarly, if Theorem 1 holds with Ω = Σ2, we

obtain that ‖vk+1‖L2(∂Σ1) <
√

ω‖vk+1/2‖L2(∂Σ2). Chaining these together, one obtains

‖vk+1‖L2(∂Σ1) < ω‖vk‖L2(∂Σ1)

and so the classical Schwarz iteration converges, and the error is multiplied by ω at

every full iteration.

It is commonplace to use inexact solvers for the local problems, e.g., the multi-

grid algorithm. Such methods generate inner iterates: for each j,k, one obtains a

sequence u
(ℓ)
k+ j/2

, ℓ = 1,2, . . . which converges to uk+ j/2 in the limit. However, the

iteration is typically stopped before the residual is zero. The inequality (7) is a con-

dition on the size of the residual. If the residual f − (−∇ · a∇ + c)u
(ℓ)
k+ j/2

is small,

then for the error term, we have that (−∇ · a∇ + c)v
(ℓ)
k+ j/2

is small, and so v
(ℓ)
k+ j/2

is

(ε,a,c)-harmonic for some small ε .6 Hence, the Schwarz iteration is robust in the

sense that it will tolerate inexact local solvers.

Less obviously, a consequence of Theorem 1 is that the Optimized Schwarz

Method converges. To that end, we say that a domain decomposition for which The-

orem 1 holds for Ω = Σ1 as well as Ω = Σ2 is said to be ε-relatively uniform.

Theorem 2. Let ε > 0 and assume that the domain decomposition is

ε-relatively uniform. Then the Optimized Schwarz Method for the general elliptic

problem (1) converges geometrically for any Robin parameter α > 0.

We prove this theorem in [10], but without the benefit of the ε > 0 parameter. Al-

though we have not proved it, we hope that the robustness of the ε-harmonicity con-

dition can be used to show that the Optimized Schwarz Method can also use inexact

local solvers.

6 If exact solvers are used, then (7) is verified with ε = 0 and v = vk. If an inexact solver is

used, then (7) can be used as a stopping criterion for v = v
(ℓ)
k+ j/2

, assuming that the inexact

solver can reach (7). If the inexact solver stops and (7) is not satisfied, it is possible for the

outer iteration to stagnate, never reaching an error of 0.
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An Extended Mathematical Framework for Barrier

Methods in Function Space

Anton Schiela1

Zuse Institute Berlin, Takustr. 7, 14195 Berlin, Germany, schiela@zib.de

1 Convex State Constrained Optimal Control

In this note, we extend the mathematical framework in [7] of barrier methods for

state constrained optimal control problems with PDEs to a more general setting.

In [7] we modelled the state equation by Ly = u with L a closed, densely defined,

surjective operator. This restricts the applicability of our theory mainly to certain

distributed control problems. Motivated by the discussion in [6], we consider in this

work operator equations of the more general form Ay−Bu = 0, where A is closed,

densely defined and with closed range and B is continuous. While this change in

framework only neccessitates minor modificatios in the theory, it extends its appli-

cability to large additional classes of control problems, such as boundary control and

finite dimensional control.

To make this paper as self contained as possible, assumptions and results of [7]

are recapitulated, but for brevity proofs and more detailed information are only given

when there are differences to [7]. This is possible, because our extension has only a

very local effect.

Let Ω be an open and bounded Lipschitz domain in Rd and Ω its closure. Let

Y := C(Ω) and U := L2(Q) for a measurable set Q, equipped with an appropri-

ate measure. Standard examples are Q = Ω with the Lebesgue measure for dis-

tributed control, Q = ∂Ω with the boundary measure for boundary control and

Q = {1,2, . . . ,n} with the counting measure for finite dimensional controls.

Define X := Y ×U with x := (y,u) and consider the following convex minimiza-

tion problem, the details of which are fixed in the rest of Section 1.

min
x∈X

J(x) s.t. Ay−Bu = 0

u≤ u≤ u, y≤ y≤ y.
(1)

We will now specify our abstract theoretical framework and collect a couple of basic

results about this class of problems.
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1.1 Linear Equality Constraints

By the equality constraint Ay−Bu = 0 we model a partial differential equation (cf.

Section 1.3 below).

Assumption 1 Let R be a Banach space. Assume that B : U → R is a continuous

linear operator and that A : Y ⊃ domA→ R is a densely defined and closed linear

operator with a closed range.

Assume that there is a finite dimensional subspace V ⊂U of essentially bounded

functions on Q, such that R = ranA⊕B(V ), i.e., for each r ∈ R there are unique

rY ∈ ranA and rV ∈ B(V ) with r = rY + rV .

Closed operators are a classical concept of functional analysis. For basic results

we refer to [9, Kapitel IV.4] for more details, see [5]. In many applications A is

bijective, i.e., the equation Ay = r has a unique solution y for all r ∈ R. However,

there are several important cases (such as pure Neumann problems), where only a

Fredholm alternative holds while the corresponding optimal control problems are

still well posed. Introduction of V includes these cases. If A is surjective, then V =
{0}. Consider now the operator

T : Y ×U ⊃ domA×U → R

(y,u) 7→ Ay−Bu.
(2)

From our assumptions it can be shown easily that T is densely defined, closed and

surjective. Since T is closed, E := kerT is a closed subspace of X .

By density of domA in Y , we can define an adjoint operator A∗. For every l ∈ R∗

the mapping y→ 〈l,Ay〉 is a linear functional on domA. We define domA∗ as the

subspace of all l ∈ R∗ for which y→ 〈l,Ay〉 is continuous on domA and can thus

by density be extended uniquely to a continuous functional on Y . Hence, for all

l ∈ domA∗ there is a unique A∗l ∈ Y ∗ for which 〈l,Ay〉= 〈A∗l,y〉 ∀y ∈ domA. This

defines A∗ : R∗ ⊃ domA∗→ Y ∗.

1.2 Inequality Constraints and Convex Functionals

The inequality constraints in (1) are interpreted to hold pointwise almost everywhere

and define a closed convex set of G⊂ X . Some of the inequality constraints may not

be present.

Assumption 2 Assume that E = kerT is weakly sequentially compact. Assume that

there is a strictly feasible point x̆ = (y̆, ŭ) ∈ E, which satisfies

0 < dmin := ess inf
t∈Ω

min{ŭ(t)−u(t),u(t)− ŭ(t), y̆(t)− y(t),y(t)− y̆(t)}. (3)

Assume that J : X→R := R∪{+∞} is lower semi-continuous, convex, and coercive

on the feasible set E∩G, that J is continuous at x̆ (cf. (3)) and that its subdifferential

∂J is uniformly bounded in X∗ on bounded sets of X.
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Weak sequential compactness of E can usually shown by taking into account slightly

stronger regularity properties of A. Often domA is contained in a reflexive (Sobolev)-

Space.

Denote by χC(x) the indicator function of a set C ⊂ X , which vanishes on C and

is +∞ otherwise. Then we can rewrite (1) as an unconstrained minimization problem

defined by the functional:

F : X → R := R∪{+∞}
F := J + χE + χG.

(4)

By our assumptions F is a lower semi-continuous, convex, and coercive functional

with a non-empty domain and does thus admit a minimizer by weak compactness of

E (cf. e.g. [4, Prop. II.1.2]).

Assumption 3 Assume that F is strongly convex (w.r.t. some norm ‖·‖):

∃α > 0 : α ‖x− y‖2 ≤ F(x)+F(y)−2F

(
x+ y

2

)
∀x,y ∈ domF (5)

Usually, optimal control problems with Tychonov regularization satisfy (5).

1.3 Example: A class of Elliptic PDEs

To illustrate our theoretical framework, we consider a class of elliptic PDEs, which

was analysed by Amann [1] in an even more general framework.

Let Ω be a bounded domain in Rd with a smooth boundary Γ . Let a∈C(Ω ,Rd×d),
b,c ∈C(Ω ,Rd), a0 ∈ L∞(Ω), b0 ∈C(Γ ). Assume that a is symmetric positive def-

inite, uniformly in Ω . Denote by γ(·) : W 1,s → L2(Γ ) the boundary trace operator,

which exists continuously if s > 3/2. For 1 < q < ∞ and 1/q+1/q′ = 1 consider the

following continuous elliptic differential operator in the weak formulation:

A : W 1,q(Ω)→ (W 1,q′(Ω))∗

〈Ay, p〉 :=
∫

Ω
〈a∇y+by,∇p〉+ 〈∇y,cp〉+a0 ypdt +

∫

Γ
b0 γ(y)γ(p)ds. (6)

Let f ∈ (W 1,q′(Ω))∗. By [1, Theorem 9.2] a Fredholm alternative holds for the solv-

ability of the equation Ay = f . This means that either it is uniquely solvable, or the

homogenous problem has a finite dimensional space of nontrivial solutions with ba-

sis vectors wi ∈W 1,q(Ω). Then there is a finite number of conditions 〈wi, f 〉 = 0

under which Ay = f is non-uniquely solvable. This implies that A has a closed range

with finite codimension and a kernel of the same dimension. In case of solvability,

we have (cf. [1, 9.3(d)]):

‖y‖W 1,q ≤C(‖ f‖
(W 1,q′ )∗ +‖y‖(W 1,q′ )∗). (7)

If q > d, then by the Sobolev embedding theorems W 1,q(Ω) →֒ C(Ω) and we

may redefine A as an unbounded operator
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A : C(Ω)⊃W 1,q(Ω)→ (W 1,q′(Ω))∗.

Since C∞(Ω) is dense in C(Ω), A is densely defined, and closedness of A follows

easily from (7), continuity of the embedding W 1,q(Ω) →֒ C(Ω), and closedness of

ranA. Hence, setting Y := C(Ω), R := (W 1,q′(Ω))∗, and domA := W 1,q(Ω), A fits

into our framework. Its adjoint operator

A∗ : W 1,q′(Ω)⊃ domA∗→C(Ω)∗.

is defined by 〈y,A∗p〉= 〈Ay, p〉 via the right hand side in (6). This expression is well

defined for all y ∈ domA = W 1,q(Ω), and domA∗ is the set of all p, for which 〈Ay, p〉
is continuous on domA with respect to ‖y‖∞ and have thus a unique continuous

extension to an element of C(Ω)∗.
By the choice of B we select how the control acts on the state. Two examples are

distributed control

BΩ : L2(Ω)→ (W 1,q′(Ω))∗ 〈BΩ u, p〉 :=
∫

Ω
u · pdt,

and Neumann or Robin boundary control

BΓ : L2(Γ )→ (W 1,q′(Ω))∗ 〈BΓ u, p〉 :=
∫

Γ
u · γ(p)ds.

If q′ < d/(d− 1) is chosen sufficiently large, BΩ is continuous by the Sobolev em-

bedding theorem for d ≤ 3 and BΓ is continuous by the trace theorem for d ≤ 2.

If d = 3, then γ : W 1,q′ → L2(Γ ) is not continuous and thus the case d = 3 is not

included in our framework for BΓ . This has been a principal problem for the analysis

(not only for barrier methods) of state constrained optimal control problems (cf. e.g.

[3]). However, in [8] new techniques have been developed to overcome this restric-

tion, which are likely to carry over to the analysis of barrier methods.

If Ay = f is not uniquely solvable, then we have to assert that u ∈ U can be

split into u = uY + uV , such that 〈wi,BuY 〉= 0 and uV ∈ L∞. Since all wi ∈W 1,q are

bounded, such an uV can easily be constructed from these wi in our cases B = BΩ

and B = BΓ .

2 The Homotopy Path and its Properties

We analyse the main properties of the homotopy path of barrier regularizations. For

brevity, we give only proofs here, when they differ from [7].

Definition 1. For all q≥ 1 and µ > 0 the functions l(z; µ) : R+→ R

l(z; µ) :=





−µ ln(z) : q = 1

µq

(q−1)zq−1
: q > 1

are called barrier functions of order q. We extend their domain of definition to R by

setting l(z; µ) = ∞ for z≤ 0.
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Their derivatives can be computed as l′(z; µ) = −µqz−q. Bounds like z ≥ z and

z≤ z, are incorporated by shifting the arguments.

Using these barrier functions l(z; µ), we construct barrier functionals b(z; µ) on

suitable spaces Z to implement constraints of the form z ≥ 0 on a measurable set

B⊂Ω by computing the integral over l:

b(·; µ) : Z→ R

z 7→
∫

B
l(z(t); µ)dt.

By b′(z; µ) we denote the formal derivative of b(z; µ), defined by

〈b′(z; µ),δ z〉 :=

∫

Q
l′(z; µ)δ zdt,

if the right hand side is well defined. The following result connects these formal

derivatives to the subifferentials of convex analysis (cf. e.g. [4, Section I.5]).

Proposition 1. Consider b : Lp(Q)→ R, 1 ≤ p < ∞ on a measurable set Q. Then

either ∂b(z; µ) = /0, or ∂b(z; µ) = {b′(z; µ)}.
Consider b : C(Q)→R on a compact set Q and assume /0 6= ∂b(z; µ)⊂M(Q)∼=

C(Q)∗. Then on the set of strictly feasible points S := {t ∈ Q : z(t) > 0} we have

m|S = b′(z; µ)|S ∀m ∈ ∂b(z; µ). (8)

In particular, ∂b(z; µ)∩L1(Q) = {b′(z; µ)}. Moreover,

〈m,δ z〉 ≤
〈
b′(z; µ),δ z

〉
≤ 0 ∀0≤ δ z ∈C(Q) (9)

and ∥∥b′(z; µ)
∥∥

L1(Q)
= min

m∈∂b(z;µ)
‖m‖M(Q) . (10)

Adding barrier functionals to F , we obtain another convex functional Fµ defined

by

Fµ(x) := F(x)+b(x; µ) = J(x)+ χE(x)+ χG(x)+b(x; µ)

= J(x)+ χE(x)+b(x; µ).
(11)

Our definition implies F0 = F , which means that the original state constrained prob-

lem is included in our analysis.

Theorem 4 (Existence of Minimizers). Let F : X→R be defined by (4) and suppose

that Assumptions 1–2 hold. Assume that Fµ0
is coercive for some µ0 > 0.

Then (11) admits a unique minimizer x(µ) = (u(µ),y(µ)) for each µ ∈]0; µ0].
Moreover, x(µ) is strictly feasible almost everywhere in Ω and bounded in X uni-

formly in µ ∈ [0,µ0].



206 Anton Schiela

Next we study first order optimality conditions for barrier problems. For this

purpose, we first have to study the subdifferential of χE , the characteristic function

for the equality constraints Ay−Bu = 0, which can by (2) be written as T x = 0. It is

at this point, where our theory differs from [7].

Lemma 1. If Assumption 1 holds, then there is a constant M, such that for each

u ∈U there are y ∈ Y , uY ∈U and uV ∈V with Ay−BuY = 0 and

u = uY +uV ‖y‖∞ +‖uV‖∞ ≤M ‖u‖U . (12)

Proof. For u ∈U let Bu = r and r = rY + rV as in Assumption 1. Since ranA and

B(V ) (dimV < ∞) are closed, [9, Satz IV.6.3] yields a constant c independent of r,

such that ‖rY‖+‖rV‖ ≤ c‖r‖ ≤ c‖B‖‖u‖U .

By closedness of B(V ), the mapping B : V → B(V ) is open, which yields a

constant C such that for each rV ∈ B(V ) there is uV ∈ V with BuV = rV and

‖uV‖U ≤ C‖rV‖. Since all norms are equivalent on finite dimensional spaces, and

V is a space of bounded functions, we even have ‖uV‖∞ ≤C‖rV‖.
Similarly, because ranA is closed, A : Y ⊃ domA→ ranA is an open mapping

by [9, Satz IV.4.4] and for each rY ∈ ranA there is y ∈ domA with Ay = rY and

‖y‖∞ ≤C‖rY‖.
This altogether yields ‖y‖∞ +‖uV‖∞ ≤C(‖rY‖+‖rV‖)≤M ‖u‖U and thus (12).

Proposition 2. Let X , R be Banach spaces and T : X ⊃ domT → R a closed, densely

defined, linear operator with closed range. Denote by χE the indicator function of

E := kerT . Then

∂ χE(x) = ranT ∗ ∀x ∈ E. (13)

Proof. Since, by definition of the subdifferential, ∂ χE(x) = (kerT )⊥, (13) is a con-

sequence of the closed range theorem for closed operators on Banach spaces [5,

Theorem IV.1.2], which asserts (kerT )⊥ = ranT ∗.

Theorem 5 (First Order Optimality Conditions). Suppose that the Assumptions

1–2 hold. For µ ≥ 0 let x be the unique minimizer of Fµ .

Then there are ( jy, ju) = j ∈ ∂J(x), m ∈ ∂b(y; µ)⊂Y ∗ and p ∈ domA∗ such that

jy +m+A∗p = 0

ju +b′(u; µ)−B∗p = 0
(14)

holds. If y is strictly feasible, then ∂b(y; µ) = {b′(y; µ)} and m is unique.

Proof. Let x be a minimizer of Fµ . Then 0 ∈ ∂Fµ(x) = ∂ (J + χE +b)(x).
To show that (14) has a solution, we have to apply the sum-rule of convex analysis

twice:

0 ∈ ∂ (J + χE +b) = ∂J +∂ (χE +b) = ∂J +∂ χE +∂b.

To be able to apply the sum-rule to a sum f + g of convex, lower semi-continuous

functions, they have to satisfy an additional regularity condition, such as the follow-

ing (cf. e.g. [2, Theorem 4.3.3]):
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0 ∈ int(dom f −domg). (15)

Let now BX be the unit ball in a normed space X . We observe that showing (15) is

equivalent to showing that there is ε > 0 such that each x ∈ εBX can be written as a

difference x1− x2 with x1 ∈ dom f and x2 ∈ domg.

By (3) there exists a strictly feasible point x̆ = (y̆, ŭ), which implies x̆∈ dom(χE +
b). Our assumptions on J include continuity at x̆ and hence boundedness in some ball

x̆+ εBX . Thus,

εBX = (x̆+ εBX )− x̆⊂ domJ−dom(b+ χE),

and we conclude that (15) is fulfilled for f = J and g = χE + b. Therefore the sum-

rule can be applied and yields ∂ (J + χE +b) = ∂J +∂ (χE +b).
Next we show that ∂ (χE + b) = ∂ χE + ∂b by verifying (15) for b and χE . Here

Y = C(Ω) is crucial because it guarantees that (ŭ, y̆+ rBY ) ∈ domb for r < dmin via

(3). By (12) there is δ > 0 such that for each u ∈ δBU we find an y ∈ (r/2)BY with

Ay−BuY = 0 and uV with ‖uV‖∞ ≤ r, such that u = uY +uV .

Thus (y̆+y, ŭ+uY )∈ dom χE and (y̆+y−w, ŭ−uV )∈ domb for all w∈ (r/2)BY

by (3). Consequently, for sufficiently small ε and arbitrary (w,u) ∈ εBX we have

w = (y̆+ y)− (y̆+ y−w)

u = (ŭ+uY )︸ ︷︷ ︸
∈dom χE

−(ŭ−uV )︸ ︷︷ ︸
∈domb

.

This finally shows (15) and the sum-rule yields 0 ∈ ∂J +∂ χE +∂b.

This is an inclusion in Y ∗×U∗. It implies that there are ( jy, ju) ∈ ∂J(x), (ν , p) ∈
∂ χE(x), m ∈ ∂b(y; µ), and l ∈ ∂b(u; µ), such that

jy +ν +m = 0

ju +λ + l = 0.

Proposition 2 applied to T as defined in (2) yields (ν ,λ ) ∈ ranT ∗. Hence there is

p ∈ domT ∗ with ν = A∗p and λ = B∗p. Proposition 1 characterizes m and l in terms

of barrier gradients. This yields (14). If y is strictly feasible, then m = b′(y; µ) by

Proposition 1.

Once, existence of the barrier gradients is established, their uniform boundedness

for µ → 0 can again be shown as in [7].

Proposition 3. Suppose that the Assumptions 1–2 hold. Then for each µ0 > 0

sup
µ∈[0;µ0[

‖m‖Y ∗ ≤C.

Just as in [7] this result allows also to derive uniform bounds on the adjoint state

p(µ) in some suitable Sobolev space. The results on the analytic properties of the

central path carry over literally from [7].
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Theorem 6. Suppose that that the Assumptions 1–3 hold. Let x(µ) be a barrier min-

imizer for µ ≥ 0 and x∗ be minimizer of F. Then

F(x(µ))≤ F(x∗)+Cµ0 (16)

‖x(µ)− x∗‖ ≤C

√
µ

α
. (17)

‖x(µ)− x(µ̃)‖ ≤ c√
αµ
|µ− µ̃| ∀µ̃ ≥ 0. (18)

Finally, we remark that the results on strict feasibility of the homotopy path,

which depend on the regularity of y(µ), carry over from [7].
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Summary. A recent theoretical result on optimized Schwarz algorithms, demonstrated at the

algebraic level, enables the modification of an existing Schwarz procedure to its optimized

counterpart. In this work, it is shown how to modify a bilinear finite-element method based

Schwarz preconditioning strategy originally presented in [6] to its optimized version. The

latter is employed to precondition the pseudo-Laplacian operator arising from the spectral

element discretization of the magnetohydrodynamic equations in Elsässer form.

1 Introduction

This work concerns the preconditioning of a pseudo-Laplacian operator3 associated

with the saddle point problem arising at each time-step in a spectral element based

adaptive MHD solver. The approach proposed is a modification of the method devel-

oped in [6] where an overlapping Schwarz preconditioner for the pseudo-Laplacian

was constructed using a low order discretization of the weak Laplacian. The finite-

element blocks, representing the additive Schwarz, are replaced by so called op-

timized Schwarz blocks [12]. Two types of overlapping subdomains, employed to

construct the finite-element block preconditioning are investigated. The first one is

cross shaped and shows good behavior for additive Schwarz (AS) and restricted ad-

ditive Schwarz (RAS). Improved convergence rates of the optimized RAS (ORAS)

version are completely dominated by the corner effects [2]. Opting for a second grid

that includes the corners seems to correct this issue. For the zeroth order optimized

transmission condition (OO0) an exact tensor product form is available while for the

second order version (OO2) version a slight error is introduced in order to preserve

the properties of the operators and enable the use of fast diagonalization techniques

(FDM) [3].

3 A.k.a: consistent Laplacian or approximate pressure Schur complement.
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2 Governing Equations and Discretization

For an incompressible fluid with constant mass density ρ0, in two spatial dimensions,

the magnetohydrodynamic (MHD) equations are:

∂tu+u ·∇u =−∇p+∇×b×b+ν∇2u, (1)

∂tb = ∇× (u×b)+ξ ∇2b (2)

∇ ·u = 0, ∇ ·b = 0 (3)

u(x, t = 0) = ui, b(x, t = 0) = bi; u(x, t)|∂D = ub, b(x, t)|∂D = bb (4)

where u and b are the velocity and magnetic field (in Alfvén velocity units, b =
B/
√

µ0ρ0 with B the induction and µ0 the permeability); p is the pressure divided

by the (constant) mass density, ρ0, and ν and ξ are the kinematic viscosity and the

magnetic resistivity. In the closed domain D, these equations are solved in Elsässer

form [5]:

∂tZ
±+Z∓ ·∇Z±+∇p−ν±∇2Z±−ν∓∇2Z∓ = 0 (5)

∇ ·Z± = 0 , (6)

with Z± = u±b and ν± = 1
2
(ν ±η). The initial and boundary conditions for Z±

are trivially specified in terms of (4); we do not provide them here. The velocity u

and magnetic field b can be recovered by expressing them in terms of Z±. For spatial

discretization of (5)-(6), a PN −PN−2 spectral element formulation is chosen to pre-

vent the excitation of spurious pressure modes. In the latter formalism, the domain D

is composed of a union of non-overlapping quadrangles, Ek: D ⊇ ⋃K
k=1 Ek =: Th

where PN = {vh ∈ L2(D) | vh|Ek
◦ TEk

∈ (PN ⊗ PN)(Ek) ∀ Ek ∈ Th } and TEk
is

the image of the reference element [−1,1]× [−1,1]. Finally PN and the space

Uγ := {w ∈ (H1(D))2| w = γ on ∂D}, with the usual definition for H1(D), are em-

ployed to define finite dimensional representations of Z± (and u, b), p and test func-

tions, ζ± and q:

Z±h ∈ UN = UZb

⋂
(PN ∩C0(D))2, ζ±h ∈ UN

0 = U0

⋂
(PN ∩C0(D))2,

ph, qh ∈ YN−2
0 = L2

0(D)
⋂

PN−2, (7)

see for instance [9]4. The basis for the velocity expansion in PN ∩C0(D) is the set

of Lagrange interpolating polynomials on the Gauss-Lobatto-Legendre (GL) quadra-

ture nodes, and the basis for the pressure is the set of Lagrange interpolants on the

Gauss-Legendre (G) quadrature nodes {ηl}N−2
l=0 . The functions in UN and YN−2

0 are

represented as expansions in terms of tensor products of basis functions within each

subdomain Ek. Substituting these (Galerkin) truncations into the variational form of

(5)-(6), and using appropriate quadrature rules, we arrive at a set of semi-discrete

equations written in terms of spectral element operators:

4 L2
0(D) := {p ∈ L2(D) | ∫D p = 0} which fixes the null space for the pressure.
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M
dẐZZ
±
j

dt
=−MC

∓ẐZZ
±
j +D

T
j p̂pp
±−ν±LẐZZ

±
j −ν∓LẐZZ

∓
j (8)

D
jẐZZ
±
j = 0, (9)

for the jth (∈ [1, · · · ,d]) component. The variables ẐZZ
±

represent the time-dependent

coefficients of the polynomial expansions of Z±h collocated at the GL node points,

and p̂pp
±

are values of the pressure coefficients at the G node points. Hence, in this

discretization vector quantities reside on a different mesh than the pressures leading

to a staggered formulation. Note that because the constraints (6), are enforced sep-

arately on Z±, Eq. (8) contains a different pressure for each Elsässer vector. This

essentially adds a pressure force, − 1
2
∇(p+ + p−), to the momentum equation, and

an electromotive force, − 1
2
∇(p+− p−), to the induction equation. In effect, we add

a Lagrange variable to the induction equation, in the same way that it already exists

for the velocity, such that ∇ ·B = 0 in its discrete form–a form of divergence clean-

ing that renders the gradient (curl) and divergence operators consistent numerically.

Note that if p̂pp
+ = p̂pp

−
, the discrete approximation faithfully reproduces the continu-

ous equations; in practice we find good agreement between these fields. The oper-

ators M, L, and C, are the well-known mass matrix, weak Laplacian and advection

operators, respectively (c.f. [4]), and D j represent the Stokes derivative operators, in

which the GL basis function and its derivative operator are interpolated to the G node

points, and multiplied by the G quadrature weights. All two dimensional operators

are computed as tensor products of their component 1D operators. We note the effect

of D j, on (vector) quantities in UN : they take a derivative that itself resides on the G

nodes; hence, the discrete divergence (9) is collocated on the same grid as the dis-

crete pressure. The effect of the transposed Stokes operator D
T
j , on the other hand,

is to compute a derivative of a YN−2 quantity, which will be collocated with the Z±,

u, and b. For time marching, we employ a simple second-order Runge-Kutta scheme

(RK2) [1, p. 109]. The complete time discretization at each stage is (from 8):

ẐZZ
±,k

j =

ẐZZ
±,n

j −
k

2
∆ tM−1

(
MC

∓ẐZZ
±,k−1

j −D
T
j p̂pp
±,k−1 +ν±LẐZZ

±,k−1

j +ν∓LẐZZ
∓,k−1

j

)
(10)

where k = 1 for the first stage and k = 2 for the last one5. We require that each

stage satisfy (9) in its discrete form, so multiplying (10) by D
j, summing over j, and

setting the term D
jẐZZ
±
j = 0, we arrive at the following pseudo-Poisson equation for

the pressures, p̂pp
±,k−1

:

E p̂pp
±,k−1

:= D
j
M
−1

D
T
j p̂pp
±,k−1 = D

jĝgg
±,k−1
j , (11)

where, for completeness, the quantity

5 ẐZZ
±,k=0

j := ẐZZ
±,n
j and ẐZZ

±,n+1

j := ẐZZ
±,k=2

j
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ĝgg
±,k−1
j =

1

k
∆ t M

−1
(
MC

∓ẐZZ
±,k−1

j +ν±LẐZZ
±,k−1

j +ν∓LẐZZ
∓,k−1

j

)
− ẐZZ

±,n

j

is the remaining inhomogeneous contribution (see [11]). In general, we are interested

in high Reynolds number—where ν and η tend to zero—solutions of (5)-(6) (or (8)-

(9)), for which the nonlinear terms Z∓ ·∇Z± (or C
∓ẐZZ
±
j ) dominate the viscous terms.

We note that explicit time-stepping presents no problem if the Courant restriction is

not violated. Equation (11) is solved using a preconditioned iterative Krylov method,

and our focus in the remainder of this paper concerns the preconditioning of this

system.

3 From Classical to Optimized Schwarz

Fig. 1. One overlapping subdomain, Ēk. Overlap-

ping corner nodes are represented as red squares.

El , is a nonoverlapping neighboring element.

The principle behind optimized

Schwarz methods consists of re-

placing the Dirichlet transmission

condition present in the classi-

cal Schwarz approach by a more

general Robin boundary condition

[23]. The latter contains a posi-

tive parameter that can be used

to enhance convergence. Optimized

Schwarz methods find the best pa-

rameter through analytical tech-

niques. For instance, a Fourier anal-

ysis of certain continuous ellip-

tic partial differential equations, is

performed in [7] (and references

therein). In [6], there is numerical

evidence that the weak Laplacian

is spectrally close to the pseudo-

Laplacian (11). Consequently, the

construction of the various Schwarz preconditioners are based on a weak formulation

of the Poisson problem.

Suppose that the linear elliptic operator L := −∆ with forcing f and boundary

conditions P := ∂
∂n

needs to be solved on D. Then, an iterative algorithm that can be

employed to solve the global problem Lp = f is

Lpn+1
k = f in Ēk (12)

P(pn+1
k ) = 0 on ∂D∩ Ēk and pn+1

k = pn
l on Γkl, ∀l s.t. ∂ Ēk ∩El 6= /0

where the sequence with respect to n will be convergent for any initial guess u0.

This is none other than the classical Schwarz algorithm at the continuous level cor-

responding to RAS at the matrix level. The optimized version of the above algorithm

replaces the Dirichlet transmission conditions between subdomains by
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[
∂ pk

∂n
+T (pk,r,q,τ)

]n+1

Γkl

=

[
∂ pl

∂n
+T (pl ,r,q,τ)

]n

Γkl

(13)

where T (pk,r,q,τ) ≡ rpk − ∂
∂τ (q ∂ pk

∂τ ), defines a transmission condition of order 2

with two parameters, r = r(x,y) and q = q(x,y), with r,q ≥ 0 on Γkl and q = 0 at

∂Γkl as specified in [10]. The algorithm, like in the classical case, converges to the

solution of Lp = f with P(p) = 0 on ∂D [23]. Its discrete algebraic version is

Ãk p̂pp
n+1
k =

(
Aii

k AiΓ
k

CΓ i
k CΓ Γ

k

)(
p̂pp

i
k

p̂pp
Γ
k

)n+1

=

(
f i
k

f Γ
k +Ck p̂pp

n

)

with CΓ i
k , CΓ Γ

k and Ck corresponding to the discrete expressions of the optimized

transmission conditions. At this point notice that Aii
k is exactly the same block as

in the original Schwarz algorithm. A simple manipulation leads to the following

preconditioned system

{
I−

K

∑
k=1

RT
Ek

Ã−1
k

(
0 0

0 Ck

)
RT

Ēk

}
p̂pp =

{
K

∑
k=1

RT
Ek

Ã−1
k RĒk

}
f (14)

where RĒk
and RT

Ek
are Boolean restriction and extension (by zero) matrices to the

G quadrature points of element Ēk and Ek, respectively. As seen in Fig. 1, two differ-

ent overlapping domains can be considered. The first is cross-shaped (without corner

nodes) and imposes optimized boundary conditions on ∂ Ēk\{4 corner elements} and

Dirichlet ones on the 4 corner elements represented by the square G quadrature points

in Fig. 1. The second is the square (with corner elements) domain having optimized

conditions on ∂ Ēk. The above results are completely algebraic and independent of

the underlying space discretization method. The complete proof in the additive and

multiplicative case with and without overlap can be found in [12]. Finally the one

level optimized Schwarz preconditioned linear system (11) is

P−1
ORASE p̂pp

±,k−1 = P−1
ORASD

jĝgg
±,k−1
j (15)

where P−1
ORAS ≡ {∑K

i=1 RT
Ei

Ã−1
i RĒi

} and k is the RK2 stage number.

4 Discretization of the Optimized Schwarz

In order to obtain the optimized preconditioner, it suffices to compute the matrices

Ã−1
k in equation (14) from the model problem (12) at convergence (pk = pn

k) with the

boundary condition (13). For simplicity, the rhs of the latter is set to g. Therefore the

weak formulation of the problem is to find uk ∈ H1(Ēk) such that

∫

Ēk

∇ϕ ·∇p+ ∑
l∈neik

∫

Γkl

(
rϕ p+q

∂ϕ

∂τkl

∂ p

∂τkl

)
=
∫

Ēk

ϕ fk + ∑
l∈neik

∫

Γkl

ϕg (16)
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for all ϕ ∈ H1(Ēk). We introduce the tiling of the Gauss-Legendre quadrature

points in element Ēk by Qk
h = ∪mk

l=1Ql , and the finite dimensional space Vk := {vh ∈
C0(Ēk) | vh|Ql

◦TQl
∈ (P1⊗P1)(Ql), ∀Ql ∈ Qk

h }∩H1(Ēk). The basis used to repre-

sent polynomials in Vk are tensor products of the one dimensional linear hat functions

ϕi(η j) = δi j depicted in Fig. 2 at each Gauss-Legendre quadrature point {ηl}N
l=−2.

Using the one dimensional definition for the stiffness and lumped mass matrices,

Kk
i j :=

∫ ηN

η−2

dϕi

dη

dϕ j

dη
dη and Mk

i j :=
∫ ηN

η−2

ϕi(η)ϕ j(η)dη ,

respectively, leads to the following tensor product representation of (16):

Ãk := (Kk +T k
rb,rt

)⊗ (Mk +T k
ql ,qr

)+(Mk +T k
qb,qt

)⊗ (Kk +T k
rl ,rr

) (17)

−T k
rb,rt
⊗T k

ql ,qr
−T k

qb,qt
⊗T k

rl ,rr
.

In the last expression, T k
a,b is a matrix with only two non-zero entries at (1,1) and

(N,N), which are set to a and b respectively. The notation qr,l,b,t stands for the q

optimized parameter at either the right, left, bottom or top boundaries (idem for pa-

rameter r).

Fig. 2. Schematic of the assembly procedure.

r q

OO0, overlap H 2−1/3(k2
min)

1/3H−1/3 0

OO2, overlap H 2−3/5(k2
min)

2/5H−1/5 2−1/5(k2
min)

−1/5H3/5

Table 1. Parameters r and q used in the transmission blocks. kmin = π/S with S the character-

istic size of the element normal to the face where the parameters are required.

When rectangular elements are considered the FDM (e.g., [3]) can be used to

invert the optimized blocks. The number of operations required to invert Nd ×Nd

matrix using such a technique is O(Nd+1) and the application of the inverse is per-

formed using efficient tensor products in O(Nd+1) operations. We propose the form

derived in (17) with the r and q parameters constant on their respective faces but

eliminating the last two terms of the form T k
·,·⊗ T k

·,·. This is done in order for the

fast diagonalization technique to be applicable. Indeed, the modified mass matrix

Mk + T k
·,· is still symmetric and positive definite while the matrix Kk + T k

·,· is still

symmetric. This enables the use of the modified mass matrix in an inner product and

the simultaneous diagonalization of both tensors. When q = 0, the proposed formula

is exact.
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5 Numerical Experiments

The RAS preconditioner described above was implemented in the MHD code. This

version allows for variable overlap of the extended grid. The ORAS counterpart has

also been implemented as described, and for comparison, we use a high-order block

Jacobi (BJ). We consider first tests of a single pseudo-Poisson solve on a [0,1]2 bi-

periodic domain with exact solution p = cos(2πx)cos(2πy). In the first experiment,

we use a grid of E = 8×8 elements, and iterate using BiCGStab until the residual is

10−8 times that of the initial residual. The extended grid overlap is 2, and the initial

starting guess for the Krylov method is composed of random noise.

The first test uses non-FDM preconditioners to investigate the effect of including

corner transfers on the optimization. The results are presented in Fig. 3, in which

we consider only the OO0 optimization. Note that even though the RAS is much

less sensitive to the subdomains without corners, especially at higher Nv, the OO0

with subdomains including corners requires fewer iterations. Clearly, including the

corners is crucial to the proper functioning of the optimized methods.

In the second experiment, all the parameters are maintained except we use a

grid of E = 16×16 elements together with the FDM version of the preconditioners

to investigate performance. These results are presented on the right-most figure of

Fig. 3.

Fig. 3. Left: Plot of iteration count vs GLL-expansion node number for different precondition-

ers using subdomains with and without corners on an 8×8 element grid. Right: Comparison of

of CPU time vs. GLL-expansion node number of FDM-based preconditioners with subdomain

including corners on a 16×16 element grid.
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Summary. We discuss some overlapping domain decomposition algorithms for solving

sparse nonlinear system of equations arising from the discretization of partial differential equa-

tions. All algorithms are derived using the three basic algorithms: Newton for local or global

nonlinear systems, Krylov for the linear Jacobian system inside Newton, and Schwarz for lin-

ear and/or nonlinear preconditioning. The two key issues with nonlinear solvers are robustness

and parallel scalability. Both issues can be addressed if a good combination of Newton, Krylov

and Schwarz is selected, and the right selection is often dependent on the particular type of

nonlinearity and the computing platform.

1 Introduction

For solving partial differential equations on large scale parallel computers, do-

main decomposition is a natural choice. Overlapping Schwarz methods and non-

overlapping iterative substructuring methods are the two major classes of domain

decomposition methods [12, 13, 15]. In this paper we only consider overlapping

methods for solving large sparse nonlinear system of equations arising from the

discretization of nonlinear partial differential equations, i.e., for a given nonlinear

function F : Rn→ Rn, we compute a vector u ∈ Rn, such that

F(u) = 0, (1)

starting from an initial guess u(0) ∈ Rn. Here F = (F1, . . . ,Fn)
T , Fi = Fi(u1, . . . ,un),

and u = (u1, . . . ,un)
T . One of the popularly used techniques for solving (1) is the

so-called inexact Newton algorithms (IN) which are described briefly here. Suppose

u(k) is the current approximate solution and J = F ′(u(k)), a new approximate solution

u(k+1) can be computed through the following steps: first find an inexact Newton

direction p(k) by solving the Jacobian system

Jp(k) = F(u(k)) (2)

such that ‖F(u(k))−Jp(k)‖ ≤ ηk‖F(u(k))‖, then compute the new approximate solu-

tion
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u(k+1) = u(k)−λ (k)p(k). (3)

Here ηk ∈ [0,1) is a scalar that determines how accurately the Jacobian system needs

to be solved using, for example, Krylov subspace methods. λ (k) is another scalar

that determines the step length in the selected inexact Newton direction. Sometimes

when J is not explicitly available, one can use the matrix-free version [11]. IN has

several well-known features.

(a) Fast convergence. If the initial guess is close enough to the desired solution then

the convergence is very fast (quadratic) provided that the ηk’s are sufficiently

small.

(b) Non-robustness. The convergence, or fast convergence, happens only if a good

initial guess is available. Generally it is difficult to obtain such an initial guess

especially for nonlinear equations that have unbalanced nonlinearities [12]. The

step length λ (k) is often determined by the components with the strongest non-

linearities, and this may lead to an extended period of stagnation in the nonlinear

residual curve. We say that the nonlinearities are “unbalanced” when λ (k), in

effect, is determined by a subset of the overall degrees of freedom.

(c) Scalability. The parallel scalability of the method is mostly determined by how

the Jacobian system (2) is solved.

There are a number of strategies [7, 8, 10], such as linesearch, trust region, con-

tinuation or better ways to choose the forcing term, to make the algorithm more

robust or converge faster, however, these strategies are all based on certain global

knowledge of F or J. In other words, all equations in the system are treated equally

as if they were some of the worst equations in the system. Other ways to look at the

global nature of IN are

(d) To advance from u(k) to u(k+1), all n variables and equations need to be updated

even though in many situations n can be very large, but only a small number of

components of u(k) receive significant updates.

(e) If a small number of components of the initial guess u(0) are not acceptable, the

entire u(0) is declared bad.

(f) There are two global control variables ηk and λ (k). Any slight change of F may

result in the change of ηk or λ (k), and any slight change of ηk or λ (k) may result in

some global function evaluations and/or the solving of global Jacobian systems.

For example, if the search direction p(k) has one unacceptable component, then

the entire steplength is reduced.

Note that these global operations can be expensive when n is large and when the

number of processors is large. Using domain decomposition methods, more local-

ized treatments can be applied based on the location or the physical nature of the

nonlinearities, and the number of global operations can be made small in some situ-

ations.

We should point out that the words “local” and “global” have different meanings

in the context of domain decomposition methods [15] than in the context of nonlin-

ear equation solvers [7], among others. In nonlinear solvers, “local” means a small

neighborhood of the exact solution of the nonlinear system, and “global” means a
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relatively large neighborhood of the exact solution of the nonlinear system. In do-

main decomposition, “local” means some subregions in the computational domain

and “global” means the whole computational domain.

All the algorithms to be discussed in the paper are constructed with a combina-

tion of the three basic techniques: Newton, Krylov and Schwarz. Newton is the basic

nonlinear solver that is used for either the system defined on the whole space or some

subspaces (subdomain subspace or coarse subspace). Krylov is the basic linear solver

that is used inside a Newton solver. Schwarz is a preconditioner for either the linear

or the nonlinear solver. Many algorithms can be derived with different combinations

of the three basic algorithms. For a given class of problems and computing platform,

a special combination might be necessary in order to obtain the best performance.

The three basic algorithms are all well understood individually, however, the con-

struction of the best combination remains a challenge. The same can be said for the

software. All software components are readily available in PETSc [1], but some of

the advanced combinations have to be programmed by the user.

We next define (informally) some notations for describing domain decomposition

methods. u is understood as a discrete (or coefficients of a finite element) function

defined on the computational domain Ω which is already partitioned into a set of

subdomains {Ω δ
1 , · · · ,Ω δ

N}. Here Ω δ
i is an δ -extension of Ωi, and the collection of

{Ωi} is a non-overlapping partition of Ω . We define Rδ
i as a restriction operator

associated with Ω δ
i and R0

i as the restriction operator associated with Ωi. We denote

uΩ δ
i

as the restriction of u on Ω δ
i , and u∂Ω δ

i
as the restriction of u on the “boundary”

of Ω δ
i . Here we use the word “domain” to denote the mesh points in the interior

of the domain and “boundary” to denote the mesh points on the boundary of the

domain. Similarly, we may restrict the nonlinear function to a subdomain, such as

FΩ δ
i

. For boundary value problems considered in this paper, we assume

FΩ δ
i
(u) = FΩ δ

i
(uΩ δ

i
,u∂Ω δ

i
).

That is to say that there are no “global equations” in the system that may couple the

equations defined at a mesh point to equations defined outside a small neighborhood.

The rest of the paper is organized as follows. In Section 2, we discuss the most

popular overlapping nonlinear domain decomposition method, Newton-Krylov-

Schwarz algorithm, and in Sections 3–6, we discuss some more advanced nonlin-

ear methods. Some final remarks are given in Section 7.

2 Newton-Krylov-Schwarz Algorithms

Newton-Krylov-Schwarz (NKS) is simply the application of a linear Schwarz pre-

conditioner for solving the Jacobian equation (2) in the inexact Newton algorithm

[2, 3]. Depending on what type of Schwarz preconditioner is used (additive, multi-

plicative, restricted, one-level, two-level, etc), there are several NKS algorithms. Let

us define the subdomain preconditioners as
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Ji = Rδ
i J(Rδ

i )T , i = 1, . . . ,N,

then the additive Schwarz preconditioner can be written as

M−1
AS =

N

∑
i=1

(Rδ
i )T J−1

i Rδ
i .

Because of its simplicity, NKS has become one of the most popular domain decom-

position methods for solving nonlinear PDEs and is the default nonlinear solver in

PETSc [1]. The nonlinear properties of NKS are exactly the same as that of inexact

Newton. For example, the initial guess has to be sufficiently close to the solution in

order to obtain convergence, and fast convergence can be achieved when the nonlin-

earity is well balanced. NKS addresses the scalability issue (c) of IN well, but not

the other issues (a, b, d–f).

3 Classical Schwarz Alternating Algorithms

Let (u
(0)

Ω δ
1

, . . . ,u
(0)

Ω δ
N

) be the initial guess for all subdomains. The classical Schwarz

alternating algorithm (SA) can be described as follows:

k = 1, . . . , till convergence condition is satisfied

i = 1, . . . ,N

define u
(k)

∂Ω δ
i

using
{

u
(k−1)

Ω δ
j

,1≤ j ≤ N
}

or
{

u
(k)

Ω δ
j

,1≤ j < i
}

compute u
(k)

Ω δ
i

by solving FΩ δ
i

(
u

(k)

Ω δ
i

,u
(k)

∂Ω δ
i

)
= 0.

(SA)

The algorithm doesn’t belong to the class of IN algorithms and, in general, not

share properties (a–f). The method is usually not used by itself as a nonlinear solver

because of its slow convergence, but in some cases when the nonlinearities are iso-

lated within some of the subdomains, the method can be a good alternative to IN.

Note that SA doesn’t involve any global operations.

4 Nonlinear Additive Schwarz Preconditioned Inexact Newton

Algorithms

The basic idea of nonlinearly preconditioned inexact Newton algorithms [4, 9] is to

find the solution u ∈ Rn of (1) by solving an equivalent system

F(u) = 0 (4)

using IN. Systems (1) and (4) are said to be equivalent if they have the same solution.

For any given v ∈ Rn, we define a subdomain projection Ti(v), which is a function

with support in Ω δ
i , as the solution of the following subspace nonlinear system
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FΩ δ
i
(v−Ti(v)) = 0,

for i = 1, . . . ,N. Then a nonlinearly preconditioned function is defined as

F(u) =
N

∑
i=1

Ti(u).

It can be shown that, under certain conditions, for this particular F, (1) and (4) offer

the same solution subject to the error due to different stopping conditions and precon-

ditioners. This algorithm is often referred to as the additive Schwarz preconditioned

inexact Newton algorithm (ASPIN). Sometimes we call it a left preconditioned IN

because in the linear case (i.e., F(u) = Ju−b) F(u) = (∑N
i=1(R

δ
i )T J−1

i Rδ
i )(Ju−b).

When using IN to solve (4), the Jacobian of F, or its approximation, is needed.

Because of the special definition of the function F, its Jacobian can only be given as

the sum of matrix-vector products and the explicit elements of F′ are not available.

It is known that for left preconditioned linear iterative methods, the stopping

condition is often influenced by the preconditioner. The impact of the preconditioner

on the stopping condition can be removed if the preconditioner is applied to the

right. Unlike linear preconditioning, the switch from left to right is not trivial in the

nonlinear case. A right nonlinear preconditioner will be discuss in a later section of

the paper.

5 Nonlinear Elimination Algorithms

The nonlinear elimination algorithm (NE) was introduced in [12] for nonlinear al-

gebraic systems with local high nonlinearities. It was not introduced as a domain

decomposition method, but we include it in the paper because it is the main motiva-

tion for the algorithm to be discussed in the next section. Suppose that the function F

is more nonlinear in the subdomain Ω δ
i , then we can eliminate all unknowns in this

particular subdomain and let Newton work on the rest of the variables and equations.

Let y = u|Ω δ
i

and x = u|Ω\Ω δ
i

, then using the implicit function theorem, under some

assumptions, we can solve for y in terms of x; i.e., solve

FΩ δ
i
(x,y) = 0

for y, which symbolically equals to y = F−1

Ω δ
i

(x). After the elimination, we can use the

regular Newton method for the rest of the system which is more balanced, at least in

theory,

FΩ\Ω δ
i

(
x,F−1

Ω δ
i

(x)
)

= 0.

The algorithm has some obvious advantages. We mention some of its disadvantages

as a motivation for the algorithm to be discussed in the next section. In practice, it

is often difficult to tell which components are more nonlinear than the others, and

the situation may change from iteration to iteration. The algorithm may introduce
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sharp jumps in the residual function near the interface of x and y. Such jumps may

lead to slow convergence or divergence. Some improved versions are given in [6]. In

the next section, we combine the ideas of ASPIN and NE into a right preconditioned

Newton method.

6 Nonlinear Restricted Additive Schwarz Algorithms

In [5], a right preconditioned inexact Newton algorithm was introduced as follows:

Find the solution u ∈ Rn of (1) by first solving a preconditioned nonlinear system

F(G(v)) = 0

for v, and then obtain u = G(v). For any given v ∈ Rn, we define a subdomain pro-

jection Ti(v), which is a function with support in Ω δ
i , as the solution of the following

subspace nonlinear system

FΩ δ
i
(v+Ti(v)) = 0,

for i = 1, . . . ,N. Then the nonlinear preconditioning function is defined as

G(v) = v+
N

∑
i=1

R0
i Ti(v).

Here the non-overlapping restriction operator R0
i effectively removes the sharp jumps

on the interfaces of the overlapping subdomains. In the linear case

G(v) = v−
( N

∑
i=1

(R0
i )

T J−1
i Rδ

i

)
(Jv−b),

which can be regarded as a restricted additive Schwarz preconditioned Richardson

method.

This preconditioner doesn’t have to be applied at every outer Newton iteration.

It is used only when some local high nonlinearities are sensed, somehow. Below we

describe the overall algorithm (NKS-RAS). The goal is to solve equation (1) with a

given initial guess u(0). Suppose u(k) is the current solution.

Step 1 (Nonlinearity Checking): Check local and global stopping conditions.

• If the global condition is satisfied, stop.

• If local conditions indicate that nonlinearities are not balanced, go to

Step 2.

• If local conditions indicate that nonlinearities are balanced, set ũ(k) = u(k),

go to Step 3.

Step 2 (RAS): Solve local nonlinear problems on the overlapping subdomains

to obtain the subdomain corrections Ti(u
(k))

FΩ δ
i

(
u(k) +Ti(u

(k))
)

= 0 for i = 1, . . . ,N.



Nonlinear Domain Decomposition Methods 223

Drop the solution in the overlapping part of the subdomain and compute the

global function G(u(k)) and set

ũ(k) = G(u(k)).

Go to Step 3.

Step 3 (NKS): Compute the next approximate solution u(k+1) by solving the

following system

F(u) = 0

with one step of NKS using ũ(k) as the initial guess.

Go to Step 1.

The nonlinearity checking step is important. However, we only have a few ad hoc

techniques such as computing the residual norm subdomain by subdomain (or field

by field in the case of multi-physics applications). If some of the subdomain (or sub-

field) norms are much larger than for other subdomains, we label these subdomains

as highly nonlinear subdomains and proceed with the RAS elimination step. Other-

wise, when the nonlinearity is more or less balanced we bypass the RAS step and go

directly to the global NKS step. The subdomain nonlinear systems in Step 2 do not

need to be solved very accurately since the solutions are used only to construct an

initial guess for Step 3. In NKS-RAS, a nonlinear system is set up on each subdo-

main, but in practice, not all subdomain nonlinear problem needs to be solved. In the

not-too-nonlinear regions, the solver may declare to have converged in 0 iteration.

7 Concluding Remarks

In this paper, we have given a quick overview of overlapping domain decomposition

methods for solving nonlinear partial differential equations. The two key issues of

nonlinear methods are robustness and scalability. Both issues can be addressed by us-

ing some combinations of the three basic algorithms: Newton, Krylov and Schwarz.

Several algorithms are presented in the paper together with some of their advan-

tages and disadvantages. Depending on the particular types of nonlinearities and the

computing platform, different combinations of the three basic algorithms may be

needed in order to obtain the best performance and robustness. Due to page limit,

applications have not been discussed in the paper. Some of them can be found in the

references.
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1 Introduction: Parallel Processing of Evolution Problems

There are several ways to solve in parallel the evolution problem

P(∂t ,∂1, · · · ,∂d)u = f .

• Explicit time discretization is naturally parallel.

• Implicit time discretization + spatial domain decomposition. For the heat equa-

tion for instance, with an implicit Euler scheme in time, this amounts to solving

at each step the linear problem

u

∆ t
−∆u = f .

This gives a very well conditioned problem, and multigrid or domain decomposi-

tion algorithms can be used without coarse grid preconditioner (see the reference

book of [22] and references therein). Thereafter, improved algorithms were de-

signed (see presentation by F. Nataf in the same minisymposium). However a

uniform time-step is needed.

Both procedures imply an exchange of information between processors at every

time-step, which can be very penalizing when using a large number of processors.

Quoting [1] “A major obstacle to achieving significant speed-up on parallel ma-

chines is the overhead associated with synchronizing the concurrent processes”. One

way to overcome this delay problem was invented in the seventies with the concept

of asyncronous algorithms, [4]. An excellent review can be found in [1]. In that

context, amounts of information are sent without waiting for the request. However

convergence is weakened, if not destroyed.

• Time or Space-time multigrid. Quoting [14], in the previous approach, “the po-

tential for parallelism is limited to the parallelism of the elliptic solver, since the

time dimension is treated strictly sequentially. . . . Thus it seems natural to ask

whether . . . a parallelization strategy for the time-dependent part of the problem
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[can] be found ”. The problem has been studied mainly for parabolic operators,

leading to the parabolic multigrid method of [11], or the space-time multigrid in

[14], or the parareal algorithm of [16].

• Waveform relaxation, and more particularly the Schwarz waveform relaxation

algorithms, were designed independently in [7, 10]. The main feature of these

algorithms is their flexibility. It permits to choose the space and time meshes in-

dependently in the subdomains, leading to local space-time refinement with time

windows. Different numerical schemes can be used in the subdomains, or even

different models can be coupled, and the method adjusts to underlying computing

hardware.

2 Roots: Waveform Relaxation for ODEs

The ancestor is Emile Picard, which in the Journal de mathématiques introduced

the “Méthode des approximations successives” to prove the existence of solutions to

ordinary differential equations. The algorithm was reinvented in practical implemen-

tations in [15]. We describe below the Picard algorithm for functions y j in different

spaces RN j :

dy1

dt
= f1(t,y1,y2, · · · ,yp),

dy
(k+1)
1

dt
= f1(t,y

(k)
1 ,y

(k)
2 , · · · ,y(k)

p ),

...

dy j

dt
= f j(t,y1,y2, · · · ,yp),

dy
(k+1)
j

dt
= f j(t,y

(k)
1 ,y

(k)
2 , · · · ,y(k)

p ),

...

dyp

dt
= fp(t,y1,y2, · · · ,yp),

dy
(k+1)
p

dt
= fp(t,y

(k)
1 ,y

(k)
2 , · · · ,y(k)

p ),

...

SYSTEM OF ODE’S PICARD ITERATES

Note that it is naturally parallel. The error at step k +1 on the time interval [t0,T ] is

given by:

‖y(k+1)− y‖∞ ≤
Lk(T − t0)

k

k!
‖y(0)− y‖∞. (1)

At first sight, this tends to zero rapidly with k. However, it can be seen using the

Stirling formula n!≈
√

2πn( n
e
)n that

eL(T−t0)
k

has to be smaller than 1 before the error

will start to decrease, which implies many iterations in case of large time intervals,

or large Lipschitz constants.

Waveform relaxation algorithms are extensions both of the Picard’s ”approxima-

tions successives” and relaxation methods for algebraic systems. The parallel formu-

lation, of Jacobi type, is obtained by replacing in the ”j-” line, y
(k)
j by y

(k+1)
j in the

function f . For the analysis, see [20], [22], for a review [3]. The principal results are:
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1. Linear convergence on unbounded time intervals for linear systems with dissi-

pation.

2. Superlinear convergence for finite time.

3. When the ordinary differential equation stems from a discretization in space of a

partial differential equation, the convergence rate depends on the discretization

parameters, and deteriorates as one refines the mesh.

Later on continuous versions have been developed, like the Schwarz waveform re-

laxation for partial differential equations.

3 Blossoms: Classical Schwarz Waveform Relaxation for

Parabolic Equations

To solve Lu = f in Ω × (0,T ), with initial condition u0, with L the heat operator,

it was proposed in [7] to introduce the overlapping domain decomposition algorithm

in space-time:

Ω1 Ω2Γ1Γ2

t

x

y





Luk+1
1 = f in Ω1× (0,T ),

uk+1
1 (·,0) = u0 in Ω1,

uk+1
1 = uk

2 on Γ1× (0,T ),




Luk+1
2 = f in Ω2× (0,T ),

uk+1
2 (·,0) = u0 in Ω2,

uk+1
2 = uk

1 on Γ2× (0,T ),

corresponding to an infinite block Jacobi waveform relaxation. It can be compared to

the parallel version of the Schwarz algorithm, introduced in [23], and that is where

the name comes from. The algorithm has the same convergence properties 1,2 as the

waveform relaxation algorithm. Consider the advection-diffusion-reaction equation

in two dimensions,

∂tu+a ·∇u−ν∆u+ cu = f .

The convergence factor for two semi-infinite subdomains on the Fourier side (ω is the

dual variable of time, η is the dual variable of y), is given by ρ =

e−
L
ν

√
a2

x+4ν(b+i(ω+ayη)+νη2), and we have for a small overlap L,

sup
(ω,η)∈R1+1

|ρ|= e−
L
ν

√
a2

x+4νb = 1−O(L).
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4 Fruits: Optimized Schwarz Waveform Relaxation for Parabolic

Equations

Such algorithms, relying on the theory of absorbing boundary conditions, were an-

nounced in [8], for one-dimensional wave and heat equations. For the advection-

diffusion-reaction equation in two dimensions, the first thorough analysis was per-

formed in [18]. We proposed in [1] to use a new type of transmission conditions

between the subdomains, with or without overlap,

Bu := ν∂nu− ax

2
u+

p

2
u+2q(∂t +ayu−ν∆yu+bu), (2)

The case q = 0 corresponds to Robin transmission conditions, and was explored

in [19], with extension to first order conditions (i.e. without the Laplace-Beltrami

operator in (2)). The convergence factor for two semi-infinite subdomains is given

by

ρ(z, p,q) =

(
p+qz−

√
a2

x +4νb+ z

p+qz+
√

a2
x +4νb+ z

)2

e−
L
ν

√
a2

x+4νb+z,

z = 4ν
(
i(ω +ayη)+ν |η |2

)
.

(3)

The terms O0 and O2 correspond to Robin and second order transmission condition

(2), with coefficients determined for two subdomains by minimizing the convergence

factor. Note that the use of such transmission conditions leads to problems of the

same complexity as the Dirichlet transmission conditions.

Convincing comparisons between Dirichlet and optimized transmission condi-

tions where given in [18], the coefficients being computed numerically. Choosing

the best coefficients p and q in (2) leads to a new best approximation problem, that

was solved by hand for Robin conditions (q=0) in [6] and studied in depth in [1]. Note

that various asymptotics come into play: the size of the overlap in terms of the mesh-

size in space ∆x, the frequencies actually supported by the grid: ω ∈ [π/T,π/∆T ],
η ∈ [π/Y,π/∆y]. Asymptotic values of the optimal parameter were given in [6] for

Robin transmission conditions in one dimension. We give in Table 1 the asymptotic

values in dimension n > 1, which were first included in our manuscript for [6], but

discarded by the referee who thought it was too complicated. In [1] we give asymp-

totic values of the parameters of the order 2 method for two subdomains in any di-

mension. These asymptotics make the algorithm easy to use and fast. Table 2 shows

the asymptotic values of the convergence factor for various algorithms.

Note that the value of the optimal parameters depends on the rate between ∆ t and

∆x, while the convergence factor does not. The convergence factor of the optimized

of order 2 method is almost independent of the mesh-size, unlike classical methods.

Furthermore, the convergence is even better with a small overlap.

We now discuss numerically the dependence with respect to the number of sub-

domains. In Fig. 1, we consider the advection-diffusion equation in one-dimension

on the domain [0,6], with a = 1 and ν = 1/5. The final time is T = 2.5. It is dis-

cretized with implicit Euler, ∆x = 0.01, ∆ t = 0.0025. The overlap is 4 gridpoints.
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method parameter p

O0 overlap ∆x

{
(ν(a2 +4νb))1/3∆x−1/3 if β = 1

(2ν(a2 +4νb))1/3∆x−1/3 if β = 2

O0 no overlap





(2πν
√

(n−1)(a2 +4νb))1/2∆x−1/2 if β = 1

(8πν(a2 +4νb))1/4∆x−1/2 if β = 2, ν ≤ ν̄
(

8πν(a2+4νb)((n−1)2ν2π2+1)√
(n−1)2ν2π2+1+(n−1)νπ

)1/4
∆x−1/2 if β = 2, ν > ν̄

Table 1. Summary of the asymptotic parameters p in dimension n > 1 in the Robin transmis-

sion conditions, for ∆ t = ∆xβ , β = 1,2, ∆x the discretization step in all spatial directions.

ν̄ ≈ 1.5437/(π(n−1)), and a = ax.

overlap no overlap

Dirichlet 1−O(∆x)

Optimized order 0 1−O(∆x1/3) 1−O(∆x1/2)

Optimized order 2 1−O(∆x1/5) 1−O(∆x1/4)

Table 2. Asymptotic expansion of the convergence factor in dimension n > 1.

For the optimized Robin (resp. Order 2 optimized) algorithm, the same coefficient

is used for all subdomains, computed by the explicit formulas given in [1], that is

p = 2.054275607 (resp. p = 1.366061845,q = 0.1363805228). We compute the

number of iterations necessary to reach an error of 10−6 (the error is measured as

the discrete L2 error in time on the interface), as a function of the number of sub-

domains. The convergence history depends strongly on the number of subdomains.

However optimized Schwarz waveform relaxation beats the classical Schwarz in two

ways: the convergence is much faster (there is a factor 8 to 10), second the influence

of the increase of the number of subdomains is much weaker.

Systematic testing is undergoing to see how relevant these values are for more

general geometries and any number of subdomains.

5 Other Fruits: Optimized Schwarz Waveform Relaxation for

Other Types of PDEs

The strategy of Schwarz waveform relaxation applies to every type of partial differ-

ential equations. We have in each case proposed new algorithms, and compared them

to classical Schwarz waveform relaxation, with Dirichlet transmission conditions.

♣ We have designed algorithms for the wave equation in one or two dimensions.

In two dimensions, due to the presence of evanescent waves, we have been led

to choose overlapping algorithms, with optimized of order 2 transmission condi-

tions. The coefficients are given by an exact formula as functions of the overlap

and the desired tolerance on the error in [5].

♣ For the Schrödinger equation in one dimension, we have tested (complex) Robin

conditions, which behave much better with overlap. The coefficient is computed



230 Laurence Halpern

0 20 40 60 80 100
10

−8

10
−6

10
−4

10
−2

10
0

0 2 4 6 8 10
10

−8

10
−6

10
−4

10
−2

10
0

0 2 4 6 8 10
10

−8

10
−6

10
−4

10
−2

10
0

Dirichlet transmission conditions O0 transmission conditions 02 transmission conditions

5 subdomains

10 subdomains

15 subdomains

20 subdomains

25 subdomains

30 subdomains

Fig. 1. Convergence history for the three main algorithms for 5 to 30 subdomains. Logaritmic

scale.

again by an explicit formula. Moreover, we have suggested to use the exact

Dirichlet to Neumann map, designed for the Crank-Nicolson scheme. The con-

vergence is achieved in 2 or 3 iterations, even with non constant potential (lin-

ear or parabolic), for which the exact Dirichlet to Neumann map is not known,

see [12].

♣ For nonlinear waves, we have designed nonlinear Schwarz waveform relaxation

algorithms, which again converge in a few iterations, see [13].

6 New Blossoms: Space-Time Coupling and Refinements

In principle, nothing can prevent us from using different time and space meshes in

different subdomains, in any of our algorithms. The question is how to match the

discrete approximations on the interfaces of the subdomains. These interfaces have

dimension 1 (time) + N−1 (space). We designed in [9] an optimal algorithm in one

dimension, that we used for the wave equation and space-time refinement. Using a

leapfrog scheme in each subdomain, which is of order two in space and time, we

were able to keep a CFL number equal to 1 in each subdomain, which minimizes the

dispersion and gives convergence in two iterations on time windows, and proved the

overall solution to be an order 2 approximation of the wave equation. The extension

to the 2-D wave equation is ongoing.

For parabolic problems, we use Discontinuous Galerkin methods in time with

Optimized Order 2 Schwarz waveform relaxation (see presentation by Caroline
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Japhet in DD18). The projection algorithm in time is coupled with an optimal projec-

tion algorithm in space (see contribution by Gander and Japhet in DD18), and mortar

projection. Extension to non linear problems is ongoing.
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[19] Martin, V.: An optimized Schwarz waveform relaxation method for the un-

steady convection diffusion equation. Appl. Numer. Math., 52(4):401–428,

2005.

[20] Miekkala, U., Nevanlinna, O.: Convergence of dynamic iteration methods for

initial value problems. SIAM J. Sci. Statist. Comput., 8:459–482, 1987.

[22] Quarteroni, A., Valli, A.: Domain Decomposition Methods for Partial Differ-

ential Equations. Oxford Science Publications, 1999.

[22] Vandewalle, S., Horton, G.: Fourier mode analysis of the multigrid waveform

relaxation and time-parallel multigrid methods. Computing, 54(4):317–330,

1995.



Optimized Schwarz Methods

F. Nataf1

Laboratoire J. L. Lions, CNRS UMR7598, Université Pierre et Marie Curie, 75252 Paris
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Summary. The strategy of domain decomposition methods is to decompose the computa-

tional domain into smaller subdomains. Each subdomain is assigned to one processor. The

equations are solved on each subdomain. In order to enforce the matching of the local so-

lutions, interface conditions have to be written on the boundary between subdomains. These

conditions are imposed iteratively. The convergence rate is very sensitive to these interface

conditions. The Schwarz method is based on the use of Dirichlet boundary conditions. It can

be slow and requires overlapping decompositions. In order to improve the convergence and

to be able to use non-overlapping decompositions, it has been proposed to use more general

boundary conditions. It is even possible to optimize them with respect to the efficiency of the

method. Theoretical and numerical results are given along with open problems.

1 Introduction: Original Schwarz Method (1870)

The first domain decomposition method was developed at the end of the 19th century

by the mathematician H. A. Schwarz. His goal was to study the Laplace operator. At

that time, the main tool for this purpose was Fourier analysis and more generally

the use of special functions. Geometries of the domain were essentially restricted to

simple configurations: rectangles and disks, see Fig. 1. His idea was to study the case

of a domain that is the union of simple domains. For example, let Ω = Ω1∪Ω2 with

Ω1∩Ω2 6= /0. We want to solve

−∆u = f in Ω

u = 0 on ∂Ω .
(1)

Schwarz proposed the following algorithm (Alternating Schwarz Method):

Let (un
1,u

n
2) be an approximation to (u|Ω1

,u|Ω2
) at step n of the algorithm,

(un+1
1 ,un+1

2 ) is defined by

−∆un+1
1 = f in Ω1

un+1
1 = 0 on ∂Ω1∩∂Ω

un+1
1 = un

2 on ∂Ω1∩Ω2.

−∆un+1
2 = f in Ω2

un+1
2 = 0 on ∂Ω2∩∂Ω

un+1
2 = un+1

1 on ∂Ω2∩Ω1.
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Ω
1

Ω
2

Fig. 1. Overlapping domain decomposition

The problem in domain Ω1 has to be solved before the problem in domain Ω2. This

algorithm is sequential. Schwarz proved linear convergence of (un
1,u

n
2) to (u|Ω1

,u|Ω2
)

as n tends to infinity.

A slight modification of the algorithm is

−∆un+1
1 = f in Ω1

un+1
1 = 0 on ∂Ω1∩∂Ω

un+1
1 = un

2 on ∂Ω1∩Ω2.

−∆un+1
2 = f in Ω2

un+1
2 = 0 on ∂Ω2∩∂Ω

un+1
2 = un

1 on ∂Ω2∩Ω1.

(2)

Problems in domains Ω1 and Ω2 may be solved concurrently. The algorithm is par-

allel and is adapted to parallel computers.

The discrete version of (2) is the RAS algorithm, see [7, 8].

1.1 Towards Faster Methods: Two Families of Methods

The benefit of the above Schwarz algorithms is the saving in memory requirements.

Indeed, if the problems are solved by direct methods, the cost of the storage is non-

linear with respect to the number of unknowns. By dividing the original problem

into smaller pieces the amount of storage can be significantly reduced. As far as

CPU is concerned, the original Schwarz algorithms work fine for some problems but

may be very slow for others. Roughly speaking for time dependent problems with

relatively small time steps, the methods will perform well (e.g. transient compress-

ible flow computations). But for steady state problems (e.g. Helmholtz or harmonic

Maxwell’s equations), it can be very slow. Another weakness is the need of overlap-

ping subdomains. Indeed, only the continuity of the solution is imposed and nothing

is imposed on the matching of the fluxes. When there is no overlap convergence is

thus impossible.

The slowness of the method and the need for overlapping subdomains are linked.

Indeed, it can be proved that the convergence rate of the Schwarz method is a continu-

ous function of the size of the overlap denoted δ . For small overlaps the convergence

rate is close to one. Actually it can be proved that for small overlaps the convergence

rate varies as 1−Ctδ .

In order to remedy the drawbacks of the original Schwarz method, two families

of methods have been developed. They both work in the non-overlapping case and

consist of introducing the normal derivative of the solution, but in two very different

ways:
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• write a substructured formulation of the domain decomposition problem where

the matching of the solution and of its normal derivative along the interface are

imposed explicitly.

• Modify the original Schwarz method by replacing the Dirichlet interface condi-

tions on ∂Ωi \ ∂Ω , i = 1,2, by Robin interface conditions (∂ni
+ α , where n is

the outward normal to subdomain Ωi), see [17].

The first approach corresponds to “Neumann-Neumann or FETI Methods”. The sec-

ond approach is developped in what follows.

More generally, a complete overview of various domain decomposition methods

may be found in a few books [4, 22, 30, 32] or in the proceedings of various confer-

ences on domain decomposition methods, see e.g. [1, 3, 16] and references therein.

2 Modified Schwarz Method

The Restrictive Additive Schwarz Method presents the drawback of needing over-

lapping subdomains in order to converge. In this chapter, we consider several im-

provements:

• replacement of the Dirichlet interface conditions by mixed interface conditions

which yield convergence for non overlapping domain decompositions, see sec-

tion 2.1;

• optimization of the interface conditions for faster convergence, see section 2.2;

• replacement of the fixed point iterative strategy of (2) by Krylov type methods,

see [4].

2.1 Generalized Schwarz Methods

A major improvement of the Schwarz method comes from the use of other interface

conditions. It has first been proposed by P.L. Lions to replace the Dirichlet interface

conditions by Robin interface conditions, see [17]. Let α be a positive number; the

modified algorithm is:

−∆un+1
1 = f in Ω1,

un+1
1 = 0 on ∂Ω1∩∂Ω ,

(
∂

∂n1
+α

)
un+1

1 =

(
− ∂

∂n2
+α

)
un

2 on ∂Ω1∩Ω2

(n1 and n2 are the outward normals on the boundary of the subdomains),

−∆un+1
2 = f in Ω2,

un+1
2 = 0 on ∂Ω2∩∂Ω

(
∂

∂n2
+α

)
un+1

2 =

(
− ∂

∂n1
+α

)
un

1 on ∂Ω2∩Ω1.
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The convergence proof given by P. L. Lions in the elliptic case was extended by

B. Desprès [6] to the Helmholtz equation. A general presentation is given in [5]. It

can also be extended to more general interface conditions with second order tangen-

tial derivatives in the interface conditions, see [19].

2.2 Optimal Interface Conditions

In the preceding section, we have seen that a general convergence result holds for in-

terface conditions with Robin or second order tangential derivatives. Actually these

conditions are not the most general. Rather than giving the general conditions in an

a priori form, we shall derive them in this section so as to have the fastest conver-

gence. We establish the existence of interface conditions which are optimal in terms

of iteration counts. The corresponding interface conditions are pseudo-differential

and are not practical. Nevertheless, this result is a guide for the choice of partial

differential interface conditions. Moreover, this result establishes a link between the

optimal interface conditions and artificial boundary conditions. This is also a help

when dealing with the design of interface conditions since it gives the possibility to

use the numerous papers and books published on the subject of artificial boundary

conditions, see e.g. [8, 12].

We consider a general linear second order elliptic partial differential operator L

and the problem:

Find u such that L(u) = f in a domain Ω and u = 0 on ∂Ω .

The domain Ω is decomposed into two subdomains Ω1 and Ω2. We suppose that

the problem is regular so that ui := u|Ωi
, i = 1,2, is continuous and has continuous

normal derivatives across the interface Γi = ∂Ωi ∩ Ω̄ j, i 6= j. A modified Schwarz

type method is considered.

Lun+1
1 = f in Ω1 un+1

1 = 0 on ∂Ω1∩∂Ω

µ1∇un+1
1 .n1 +B1un+1

1 =−µ1∇un
2.n2 +B1un

2 on Γ1

Lun+1
2 = f in Ω2 un+1

2 = 0 on ∂Ω2∩∂Ω

µ2∇un+1
2 .n2 +B2un+1

2 =−µ2∇un
1.n1 +B2un

1 on Γ2

(3)

where µ1 and µ2 are real-valued functions and B1 and B2 are operators acting on the

interfaces Γ1 and Γ2. For instance, µ1 = µ2 = 0 and B1 = B2 = Id correspond to the

algorithm (2); µ1 = µ2 = 1 and Bi = α ∈ R, i = 1,2, has been proposed in [17] by

P.L. Lions.

The question is:

Are there other possibilities in order to have convergence

in a minimal number of steps?

In order to answer this question, we note that by linearity, the error e satisfies (µ1 =
µ2 = 1)
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L(en+1
1 ) = 0 in Ω1 en+1

1 = 0 on ∂Ω1∩∂Ω

∇en+1
1 ·n1 +B1(e

n+1
1 ) =−∇en

2 ·n2 +B1(e
n
2) on Γ1

L(en+1
2 ) = 0 in Ω2 en+1

2 = 0 on ∂Ω2∩∂Ω

∇en+1
2 ·n2 +B2(e

n+1
2 ) =−∇en

1 ·n1 +B2(e
n
1) on Γ2

The initial guess e0
i is arbitrary so that it is impossible to have convergence at

step 1 of the algorithm. Convergence needs at least two iterations. Having e2
1 ≡ 0

requires −∇e1
2.n2 + B1(e

1
2) ≡ 0. The only meaningful information on e1

2 is that

L(e1
2) = 0 in Ω2. In order to use this information, we introduce the DtN (Dirichlet

to Neumann) map (a.k.a. Steklov-Poincaré): Let

u0 : Γ1→ R

DtN2(u0) := ∇v.n2|∂Ω1∩Ω̄2
,

(4)

where n2 is the outward normal to Ω2 \ Ω̄1, and v satisfies the following boundary

value problem:

L(v) = 0 in Ω2 \ Ω̄1

v = 0 on ∂Ω2∩∂Ω

v = u0 on ∂Ω1∩ Ω̄2.

Let B1 := DtN2. This choice is optimal since we can check that −∇e1
2 · n2 +

B1(e
1
2) ≡ 0. The use of Bi = DtN j (i 6= j) as interface conditions in (3) is optimal:

we have (exact) convergence in two iterations.

The two-domain case for an operator with constant coefficients has been first

treated in [13]. The multidomain case for a variable coefficient operator with both

positive results [20] and negative conjectures [21] has been considered as well.

Remark 1. The main feature of this result is to be very general since it does not

depend on the exact form of the operator L and can also be extended to more general

systems or to coupled systems of equations as well with a proper care of the well

posedness of the algorithm.

As an application, we take Ω = R2 and Ω1 = (−∞,0) ×R. Using a Fourier

technique, it is possible to give the explicit form of the DtN operator for a constant

coefficient operator. If L = η −∆ , the DtN map is a pseudo-differential operator

whose symbol is

Bi,opt(k) =
√

η + k2,

i.e., Bi,opt(u)(0,y) =
∫

R Bi,opt(k)û(0,k)eiky dk. This symbol is not polynomial in the

Fourier variable k so that the operators and the above example shows, exact absorbing

conditions are in general pseudo-differential. They correspond to exact absorbing

conditions. These conditions are used on the artificial boundary resulting from the

truncation of a computational domain. On this boundary, boundary conditions have

to be imposed. The solution on the truncated domain depends on the choice of this
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artificial condition. We say that it is an exact absorbing boundary condition if the

solution computed on the truncated domain is the restriction of the solution of the

original problem. Surprisingly enough, the notions of exact absorbing conditions for

domain truncation and that of optimal interface conditions in domain decomposition

methods coincide.

As the above examples show, they are pseudodifferential. Therefore they are dif-

ficult to implement. Moreover, in the general case of variable coefficient operators

and/or a curved boundary, the exact form of these operators is not known, although

they can be approximated by partial differential operators which are easier to imple-

ment. The approximation of the DtN has been addressed by many authors since the

seminal paper [8] by Engquist and Majda on this question.

It turns out that the approximations designed for domain truncation perform poorly

when used in domain decomposition methods. There have been many research efforts

in the last 15 years on how to tune approximate DtN maps so that they perform well in

domain decomposition methods. The first works were based on Fourier techniques,

see e.g. [3, 4, 5] and references therein. These approaches work fine for smooth co-

efficients operators. But when dealing with highly discontinuous coefficients, it is

necessary to take a more algebraic approach, see [11, 18] in this direction. Results

are promising but many issues are still open, see below.

3 Conclusion and Open Problems

Both approaches (Neumann-Neumann and optimized Schwarz methods) are robust

thanks to Krylov methods. Neumann-Neumann, BDDC and FETI type methods are

optimal but lack generality. Optimized Schwarz methods are general but are more

difficult to tune. The main open problems are from a practical point of view

• the design of algebraic optimized interface conditions that are as efficient as the

analytic ones

• the interplay between the optimized interface conditions and a coarse grid

(see [15])
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Summary. The importance of using coarse components, and thus at least one additional level,

in the design of domain decomposition methods has been understood for at least twenty years.

For many problems of interest, such a device, which provides at least a minimal amount of

global transfer of information in each step, is necessary in order to obtain convergence rates

which are independent of the number of subdomains. An historical overview, colored by the

scientific history of its author, is given of the development of such coarse components of the

domain decomposition algorithms. These algorithms are all preconditioned conjugate gradient

methods or they are accelerated by using some alternative Krylov space method. The precon-

ditioners are built from solvers of the given problem restricted to subdomains and a coarse

approximation which often can be quite exotic.

1 Introduction

We will consider finite element approximations of, e.g., a self-adjoint scalar elliptic

problem or the equations of linear elasticity. The domain Ω of the partial differential

equation is subdivided into non-overlapping subdomains (substructures) Ωi; there

can be very many of them, in particular, when massively parallel computer systems

are employed. Between the subdomains, we have the interface Γ ; Γh is its set of

finite element nodes. Each subdomain is the union of elements of the finite element

triangulation.

There are two main families of domain decomposition algorithms: the iterative

substructuring algorithms, using solvers of the finite element problems restricted to

the Ωi, each often with tens of thousands degrees of freedom, and the overlapping

Schwarz methods, using solvers on a set of overlapping subdomains Ω ′i , often ob-

tained by adding layers of elements to the individual Ωi’s. Exact solvers are often

used to solve these local problems as in much of traditional finite element practice.

The preconditioner of the finite element problem also include a coarse, global

solver with a few degrees of freedom for each subdomain. A Krylov space method—

conjugate gradients or GMRES—is always used to accelerate the convergence.

Early on, coarse spaces were not used and only continuous problems were con-

sidered; in fact it is unclear what a coarse problem then might be. Algorithms based
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on overlapping subdomains were considered by [2, 28, 31] and algorithms with non-

overlapping subdomains, in a Poincaré-Steklov framework, by [1, 27]

In the 1980’s, there were a number of studies for problems where the interfaces

without cross points (or cross edges), i.e., all finite element nodes on the interface

are common to the boundary of only two subdomains; the decompositions of the

domains effectively were into strips.

2 Early Two-Level Domain Decomposition Methods

The successful introduction of a second, coarse level dates to the mid-eighties. In

particular, the first and fourth paper in a series of four, [4, 5], were crucial for the

development of the theory of iterative substructuring methods for more general de-

compositions; these papers existed at least in preprint form by the time of the first

international conference on domain decomposition methods, DD1, held in Paris in

January 1987. Already at that time, it was realized that a coarse component, to pro-

vide at least a minimal amount of global transfer of information across the entire

domain, is required to obtain bounds which are independent of the number of subdo-

mains.

In the first of these papers, on problems in two dimensions, the substructures are

triangles and the coarse space is spanned by continuous, piece-wise linear functions

on this coarse triangulation in a set-up resembling that of geometric multigrid. There

is one local space for each of the edges of the interface. A C(1+ log(H/h))2 bound is

established for the condition number of the preconditioned operator; here H is a typ-

ical subdomain diameter and h that of the finite element triangles. These logarithmic

factors arise when we partition the trace of finite element functions on the interface

into a sum of functions with a nonzero trace only on one edge.

The main result is obtained in an analysis for one subdomain at a time. As a

consequence, the constant C is independent of the number of subdomains and the

result is valid uniformly for any scalar problem

−div(a(x)grad)u(x) = f (x),

where a(x) = ai,x ∈ Ωi with the ai arbitrary, positive constants. An important tool,

used in this work, is a finite element Sobolev inequality for plane domains:

‖uh‖2
L∞(Ωi)

≤C(1+ log(H/h))‖uh‖2
H1(Ωi)

.

This is a genuine finite element and best possible result; see [7].

Before discussing [5], which is regarded as the most important in the series, we

consider the geometry of the decomposition of a domain in three dimensions. The

interface Γ contains all the finite element nodes which belong to the closure of at

least two subdomains. It is decomposed into faces, edges, and vertices: the nodes on

a face F i j belong to a pair of subdomains Ωi and Ω j, edges and vertices make up

the boundary of faces with edges typically common to at least three subdomains, and

vertices are end points of edges. Such decompositions can be defined even for quite
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irregular subdomains, such as those delivered by mesh partitioners. Each of these

geometric objects can be defined in terms of an equivalence class of nodes with a

common set of subdomain indices. For many iterative substructuring methods, as

well as for some more recent methods based on overlapping decompositions, there

are basis functions of coarse spaces directly associated with these geometric objects:

θF i j ,θE ik , and θV iℓ . They are defined by the value 1 on the set of nodes in question and

vanish at all other nodes on Γ and they are discrete harmonic, i.e., the values inside

the subdomains give a minimal energy extension. Therefore, they form a partition of

unity for any subdomain which is interior to Ω .
The union of the edges and vertices of the interface in three dimensions is known

as the wire basket and individual subdomains also have wire baskets. [5] concerns

wire basket algorithms. Instead of working with a conventional coarse space, for

which, to this day, no strong results, independent of the values of the ai, have been

derived for three dimensions, the coarse space functions are given in terms of their

values on the wire basket of the subdomains. The values on a face are then given

in terms of the values on its boundary; this establishes continuity across Γ . A cor-

responding interpolation operator, into the coarse space, will reproduce constants.

Technically, this coarse space is of large dimension, but this is compensated for by

using a particular inexact solver in terms of one variable per subdomain, namely the

average values over the subdomain wirebaskets. The values at the subdomain nodes

are then computed locally. We note that these first successful algorithms of this kind

are also among the most complicated.

A version of these algorithms is developed and analyzed in the 1990 PhD thesis

of Barry Smith. It was also implemented on parallel processors, see [29]. Smith then

moved on to the development of PETSc. He also took the initiative to a joint project

with Dryja and this author, which led to the development and analysis of a large

number of primal iterative substructuring algorithms, see [13]. The analysis in that

paper is carried out in an abstract Schwarz framework, which has its roots in a DD1

contribution of Lions [23]. All bounds are, with a few exceptions, of the form C(1+
log(H/h))2 and most of them are independent of coefficient jumps. Smith also later

wrote a pioneering book, see [30].

Another important contribution at DD1, is a paper by [18]; their algorithms re-

sembles one-level FETI methods. The importance of this work has been overlooked;

see, however [32, Sec. 1.3.5].

By the time of DD2, the first two-level additive Schwarz methods had been devel-

oped and shown to be optimal and scalable, i.e., with convergence rates independent

of the number of subdomains, for problems with moderately varying coefficients; cf.

[12]. These preconditioners are built from solvers on the set of overlapping subdo-

mains and a conventional coarse spaces just as that of [4]. At first, a generous overlap

was assumed but the methods work most efficiently with modest overlap. This led to

an analysis of the case of small overlap and the bound, with δ the overlap:

κ(Tas)≤C(1+H/δ ),

shown to be best possible by Brenner; see [6, 14].
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Already at the time of DD3, it was realized that these and the iterative substruc-

turing algorithms could be analyzed in a common abstract Schwarz framework; see

[32, Chap. 2].

3 Additional Comments

It comes as no surprise to any student of multigrid that a global component of the pre-

conditioner is very important. What makes the two families different, is that only two

levels are required for a domain decomposition method even for very large problems.

This limits the number of communication steps. The two-level overlapping Schwarz

methods require two communication steps per iteration. One of them can be elimi-

nated resulting in restricted additive Schwarz methods, invented by [8]. These algo-

rithms have been studied extensively and they also typically require fewer iterations.

The great repertoire of coarse spaces has made it possible to develop fast meth-

ods with convergence rates independent of even large jumps in the material proper-

ties across the interface. It is also easy to extend the overlapping Schwarz methods

to more than two levels and progress has also be made recently on introducing ad-

ditional levels for the iterative substructuring methods of Sec. 4; see in particular

[20, 33]. This work is increasingly relevant for very large problems and massively

parallel computing systems for which the coarse space will be of very large dimen-

sion and presents a bottle neck.

The extension of any domain decomposition developed for scalar elliptic prob-

lems to the equations of linear elasticity requires a modification of the coarse spaces

to accommodate the larger null space for these problems; in three dimensions, there

are six rigid body modes of zero energy instead of a single constant. This null space

condition for the coarse space was formalized in [24] and it is also explained well in

[30]. In many cases, the extension is relatively routine, see [32, Chap. 8]. A success-

ful approach begins by constructing a stable interpolation operator, which reproduces

all rigid body modes, and with an energy that can be bounded uniformly or with a

factor C(1+ log(H/h)).

4 Other Iterative Substructuring Methods

Other important domain decomposition algorithms date back at least to DD2, see [3].

This development led to balancing Neumann-Neumann methods with coarse space

components; cf. [32, Sec. 6.2]. An important role in the description and analysis

of the Neumann-Neumann algorithms is played by a family of weighted counting

functions δ †
i , associated with the individual ∂Ωi and defined, for γ ∈ [1/2,∞), by a

sum of contributions from the coefficient in Ωi and its next neighbors;

δ †
i (x) :=

a
γ
i

∑ j∈Nx
a

γ
j

, x ∈ ∂Ωi,h∩Γh.

Here Nx is the set of indices j of the subregions such that x ∈ ∂Ω j,h. A subscript h

denotes the set of nodes on the set in question. These functions provide a partition of
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unity:

∑
i

RT
i δi

†(x)≡ 1, x ∈ Γh,

for any Ωi such that ∂Ωi∩∂ΩD = /0, and they span the coarse space of the algorithm.

Here RT
i provides an extension by zero to the nodes of Γ \∂Ωi. If the coefficients are

constant in each subdomain, each of the δ †
i can be written as the linear combination

of the face, edge, and vertex functions θF i j ,θE ik , and θV iℓ , of the interface.

The local space Vi for the balancing methods has non-zero interface values only

on ∂Ωi. A scaled Neumann problem, given by the bilinear form

ãi(u,v) = ai

∫

Ωi

∇(δiu) ·∇(δiv)dx,

is used to define the local parts of a hybrid Schwarz method and C(1 + log(H/h))2

bounds were established, with C independent of the number of substructures and of

jumps in the coefficients across the interface, around 1995. These algorithms have

proven very successful and have been used extensively, in a modified form, for prob-

lems of elasticity.

What is now called the one-level FETI methods were introduced in [17] and first

analyzed in [25]. Instead of describing these methods, we will now consider the more

recently developed FETI-DP and BDDC algorithms.

5 FETI-DP and BDDC
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Fig. 1. Decomposition of subdo-

mains for FETI-DP and BDDC meth-

ods.

The FETI-DP methods were introduced in [15,

16] and the BDDC methods in [9]. These more

recent methods only require the solution of posi-

tive definite problems. They are defined in terms

of a set of primal continuity constraints which

throughout the iteration; see Fig. 1. A pair of

FETI-DP and BDDC preconditioned systems

have essentially identical spectra if they employ

the same primal constraints; see [26].

The primal constraints in this case make the

values at the subdomain vertices global, while

we obtain multiple values at all other nodes on

the interface. The partially subassembled stiff-

ness matrix of this alternative finite element

model is used to define the preconditioners. A

linear system of equations of this kind has a positive definite matrix and it can be

solved much less expensively than a system with the fully assembled matrix.

In a FETI-DP algorithm, the continuity at the edge nodes is enforced by using

Lagrange multipliers and the rate of convergence is enhanced by solving Dirichlet

problems on each subdomain in each iteration. The conjugate gradient algorithm is



246 Olof B. Widlund

used to find the correct values of the Lagrange multipliers. The primal constraints

provide a global component of these preconditioners.

In a BDDC algorithm, continuity is instead restored in each step by comput-

ing weighted averages across the interface. This leads to non-zero residuals at some

nodes interior to the subdomains, and in each iteration, these residuals are eliminated

by using subdomain Dirichlet solves.

For problems in three dimensions, primal variables associated with point con-

straints alone do not lead to competitive algorithms; this is technically closely related

to the issues raised in early studies of primal iterative substructuring methods. In-

stead, or in addition, averages (and moments) over faces or, preferably edges, should

have common values across the interface.

The selection a small and effective set of primal constraints for elasticity prob-

lems with large jumps in the Lamé parameters has been very challenging, see [21].

The resulting recipes have proven successful for very difficult problems, see [19]. In

spite of the seemingly different coarse components of these algorithms, the tools of

analysis are essentially the same as for the older iterative substructuring methods.

6 Additional Roles for Coarse Spaces

In work on incompressible Stokes, almost incompressible elasticity, and Maxwell’s

equations, the choice of coarse spaces requires additional care.

By the divergence theorem, a divergence-free extension of boundary data is only

possible if there is a zero net flux across the boundary. If for a Schwarz method for

almost incompressible elasticity a coarse component u0 of a given u can be chosen

with same net fluxes across subdomain boundaries, then the interface values of the

remainder, w := u−u0, will allow for a divergence free extension and a successful

decomposition of w into local components. These ideas have been explored repeat-

edly for balancing Neumann-Neumann, FETI-DP, and BDDC algorithms; see e.g.,

[22] and more recently for overlapping Schwarz methods, see [10, 11], which use

coarse spaces borrowed from primal substructuring methods. Taking account of the

net flux across the subdomain boundaries is a necessity, for almost incompressible

elasticity, since we have to make sure that a divergence free function can be parti-

tioned into components in the same class; otherwise the energy of these local com-

ponents would greatly exceed that of the given function. For Maxwell’s equation,

curl-free extension are desirable for very similar reasons.
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Summary. We are motivated by an optimization problem arising in computational scaling for

optical lithography that reduces to finding the point of minimum radius that lies outside of the

union of a set of diamonds centered at the origin of Euclidean space of arbitrary dimension.

A decomposition of the feasible region into convex regions suggests a heuristic sampling ap-

proach to finding the global minimum. We describe a technique for decomposing the surface

of a hypersphere of arbitrary dimension, both exactly and approximately, into a specific num-

ber of regions of equal area and small diameter. The decomposition generalizes to any problem

posed on a spherical domain where regularity of the decomposition is an important concern.

We specifically consider a storage-optimized decomposition and analyze its performance. We

also show how the decomposition can parallelize the sampling process by assigning each pro-

cessor a subset of points on the hypersphere to sample. Finally, we describe a freely available

C++ software package that implements the storage-optimized decomposition.

1 Global Optimization for Semiconductor Lithography Mask

Design

In the newly heralded field of computational scaling [7], industrial scientists are now

investigating a global minimization formulation of the problem of mask design for

optimizing process windows in semiconductor lithography [5, 6]. We are considering

the problem of forming an optimal mask design for the optical printing of a given

2-D target image, which is considered as a set of sampled target points that must be

sufficiently illuminated for the image to correctly print. We attempt to minimize the

total intensity of a set of d exposure modes, with each axis xi corresponding to an

intensity for mode i. In the space of the d exposure modes, each of the n samples of

image features are represented as a d-dimensional diamond of infeasible space. Each

sampled image feature is sufficiently illuminated by the set of exposure modes if their

representative coordinate x ∈Rd lies outside the diamond. Sufficient illumination of

all sampled target features in an exposure is achieved in all points outside of the

union of the set of diamonds. Although a global minimum is ideal, the goal of the

problem is to find good solutions in a reasonable amount of time. Additionally, global
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minima that satisfy all the constraints may still be rejected due to manufacturability

considerations, so a good solution method will provide the global minima and may

provide a set of the best available local minima within each orthant of the search

space.

1.1 Convex Partitions of the Feasible Domain

The semiconductor lithography problem can be considered as the search for the

global minima of a linear optimization problem subject to nonconvex constraints:

minimize ‖x‖1 subject to Ai(x) ·x≥ bi i = 1 . . .n (1)

We define the jth normalized principal axis of diamond Ai as li, jci, j, with ci, j

representing the direction and li, j the magnitude of the principal axis. We then note

that each of the 2d planes defining a half-space exterior of a diamond connects the d

principal axes of the diamond. Ai(x) can be considered as a function of the choices

of signs for the vectors representing the principal axes of the diamond, the choice of

connection to the ’positive’ or ’negative’ end of each principal axis uniquely deter-

mines one of the planes.

Since the diamond is an intersection of half-spaces, a point x is considered feasi-

ble with respect to the diamond if it lies inside any of the reflected (pointing outwards

from the origin) half-spaces A+
i,k arising from the hyperplanes Ai,k. Each combination

of the positive and negative principal c j axes in a given diamond Ai is a set of d points

that uniquely determine a constraint half-space A+
i,k. For any given k and diamond Ai:

si,k( j)∗ ci, j ∈ Ai,k j = {1 . . .d} (2)

Since all of the constraint planes are linear and do not contain the origin:

if x1,x2, . . . ,xd ∈ Ak, and θ ∈ Rd , θ j ≥ 0,
d

∑
j

θ j ≥ 1

(θ1x1 +θ2x2 + · · ·+θdxd) ∈ A+
k

In particular:

θ ∈ Rd ,θ j ≥ 0,
d

∑
j

θ j ≥ 1 (3)

(θ1sk(1)c1 +θ2sk(2)c2 + · · ·+θdsk(d)cd) ∈ A+
k (4)

Because the set of principal axes l jc j for each diamond forms an orthogonal basis

on Rd , we can express:

x =
d

∑
j

l jθ jcj, θ j = c j ·x (5)
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Any combination of positive and negative θi, j can be converted to their absolute

values with an appropriate choice of k, and we can say that x lies outside diamond i

(by satisfying constraint half-space i,k) if:

d

∑
j=1

|θi, j|
li, j

≥ 1 (6)

We may enumerate a single plane Ai,k with a tuple, or ordered list of d signs si,k,

with the sign of the jth element si,k( j) corresponding to the ends of the principal axes

ci,j it connects. We represent the concatenation of all d-tuples si,k corresponding to a

choice of plane for each of the n diamonds into a single nl-tuple: s, with nl = n∗2d .

Similarly, we concatenate the list of all principal axes into a list {ci}, with i = 1 · · ·nl .

We define a set of nonoverlapping regions Rs that collectively exhaust Rd , with a

total of 2nl potential tuples s and corresponding regions Rs.

Rs : {x ∈ Rd | sign(ci ·x) = si, i = 1, . . . ,nl} (7)

Each s defines a convex region containing Rs:

d

∑
j=1

si, j(ci,j ·x)

li, j

≥ 1 ∀i (8)

If we enumerate the set of convex regions Rs, the global minima is the best local

minima from each of the regions.

2 Partitions of n-Space

We expect the true number of convex regions p in the space to be less than 2nl , as

some intersections of diamond half-spaces will be empty. We seek an upper bound

on p as a function of d, the dimensionality of the problem, and n, the number of

diamonds. We consider each of the diamonds as a set of d cutting planes, with ci,j

represented as a cutting plane that intersects the origin. Upper bounds for the num-

ber of regions generated by origin-centered cutting planes in general position were

established independently by [1], Perkins, Willis, and Whitmore (unpublished), and

[8]. “Partitions of N-Space by Hyperplanes”, [9] allows tighter bounds based on the

degeneracy of the planes. We consider the diamonds to be non-degenerate, so the

upper bounds for cutting planes in general position are sufficient:

p≤ Bn
d = 2

d−1

∑
i=0

(
n−1

i

)
(9)

3 Incomplete Search Heuristics

When applied to the semiconductor lithography problem, the coordinate axes repre-

sent linear combinations of the underlying physical variables that are chosen for their
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efficient average coupling to the features represented by the constraint diamonds.

This selection process causes the modes to be strongly coupled to individual con-

straint features, which in turn causes the axes of the diamonds to be preferentially

aligned with the coordinate axes. As a result the principal axes of the diamonds have

a tendency to cluster together directionally, making the size distribution of the re-

gions between intersecting ellipsoids very non-uniform, with the largest and deepest

regions comprising a small fraction of the total. Empirically it is found that solu-

tions which are adequately close to the global optimum can be found by searching

only the largest regions. In [5], the authors suggest that directly sampling points on

a hypersphere is a useful heuristic.

Fig. 1. Sampling reduces the number of regions to search by skipping small-angle regions,

unsearched regions are darkly shaded.

The number of sampled regions ns using a decomposition of the (d− 1)-sphere

embedded in Rd can be considered as a function of the search density per dimen-

sion ρ:

ns(ρ) = ρd . (10)

The number of sampled points is much more managable than the actual number of

potential convex regions. We accept the currently unquantified risk of missing the

global minimum in exchange for a more computationally tractable approximation to

the problem.

4 Hypersphere Decomposition

4.1 Previous Work

We are now faced with the task of partitioning a (d− 1)-sphere into regions of ap-

proximately equal area and small diameter. Fortunately, this topic has been well-

studied in [3], based on a construction for 2-spheres introduced earlier in Zhou’s
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1995 PhD Thesis as well as unpublished work by E.B. Saff and I.H. Sloan. A domain

decomposition method for particle methods on the 2-sphere was also introduced in

[2]. A full introduction to the general algorithm for d-spheres into ns partitions is

impossible here, but we generalize the algorithm as a partitioning of m-spheres into

regions which are then recursively partitioned as (m−1)-spheres.

4.2 A Memory-Efficient Tree Storage Scheme for Equal Area Hypersphere

Regions

We are motivated by the large value of ns to seek a compressed storage partition of ns

points. At each level j of the decomposition, starting at j = d, and ending at j = 1, we

have some number of j-spheres embedded into ( j+1)-space. We denote the number

of j-spheres in the decomposition at level j by k j. We propose using the procedure’s

recursive tree as a storage scheme for the points, avoiding the costs of storing full

coordinate information for each point. This idea was originally proposed in [4] in

section in 2.5 for spherical coding, though its potential for compressed storage was

not fully explored. We are interested in forming a loose bound on the total number

of nodes required for the storage of the tree. Since the number of nodes on the tree at

level j is based on the number of spheres at level k j, we seek an upper bound on k j.

At each level j, we decompose each j-sphere into some finite number of ( j−
1)-spheres and 2 polar caps. The ( j− 1)-spheres correspond to “collars” of the j-

spheres, and are assigned a number of regions proportional to their fractional area of

the sphere. We impose an indexing on all the spheres for a given level j, such that

if there are k j spheres at level j, then the spheres are indexed from i = 1, . . . ,k j, and

let ki, j equal the number of ( j− 1)-spheres to decompose the i, j-th sphere into.

Finally, we also affix zi, j to every sphere in the system, denoting the number of

regions contained by sphere i, j.

If we fix d = d− 1 and decompose the d-sphere, we have kd = 1. We can now

recursively build an estimate for kd−l−1 from kd−l for l = 0, . . . ,d−1. We claim that

kd−l = O(nl/d). This is true for the base case l = 0, and is true for all l if we can

show that kd−l−1 = O(n
l+1

d ). We use the fact that for a d-sphere being decomposed

into s regions, the number k of (d−1)-spheres/collars it contains is:

k =
π−2θd,n

σ(Sd)
s

1
d

(11)

Where θd,n is the polar cap angle for a d-sphere decomposed into ns regions and

σ(Sd) is the measure of surface area of a d-sphere. At each level j, we can account

for all regions contained by summing over the assigned regions for each j-sphere

and the polar caps for all m-spheres, where m > j:

k j

∑
i=1

zi, j +2
d+1

∑
m= j+1

km = n (12)
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Fig. 2. Actual vs. Estimated Number of Nodes for d = 2,5,10 and between 1000 and

10,000,000 sample points

Trivially: ∑
k j

i=1 zi, j ≤ n. We now make the observation that the solution to max

∑k
i=1(pi)

1/ j, subject to ∑(pi)≤ n, is equal to k( n
k
)1/ j, and substitute:

kd−l−1 = O(n j/d)
d−l−1

d−l n
1

d−l (13)

= O(n
ld−l2−l+d

d(d−l) ) (14)

= O(n
l+1

d ) (15)

We substitute in equation (12) to obtain an estimate for the upper bound of the

total nodes of the storage tree. We assume a constant C = 1, and:

K =
j=d

∑
j=2

k j = 2
j=d−1

∑
j=2

s j/d + s
d−1

d (16)

The estimates were computed for d = 2,5,10 and ns = 103 to ns = 107, then

compared against actual tree structures in Fig. 3.

4.3 Parallel Decomposition

Finally, we introduce an algorithm for two-level decomposition suitable for mas-

sively parallel distributed sampling of the n-sphere. This algorithm successfully dis-

tributed a parallel search over 2,048 Blue Gene nodes.

1. Apply Leopardi’s algorithm to generate a decomposition along some subspace

of the original space.
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Fig. 3. Two-level distributed decomposition of a 2-sphere

2. For each decomposed region, apply Leopardi’s algorithm again to sample points,

along decomposed dimensions, the algorithm operates on region boundaries es-

tablished in the first decomposition.

5 Ongoing Work

We wish to consider compressions of the tree structure by enforcing symmetry in the

hypersphere decomposition. We are also interested in improving the performance of

the tree structure code. A C++ implementation of the tree structure sampling code is

available from http://aron.ahmadia.net/code.
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References

[1] Cameron, S.H.: An estimate of the complexity requisite in a universal decision

network. Bionics Symposium, WADD Report, pages 60–600, 1960.
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1 Introduction

In the classical Schwarz framework for conforming approximations of nonsymmet-

ric and indefinite problems [5, 6] the finite element space is optimally decomposed

into the sum of a finite number of uniformly overlapped, two-level subspaces. In

each iteration step, a coarse mesh problem and a number of smaller linear systems,

which correspond to the restriction of the original problem to subregions, are solved

instead of the large original system of equations. Based on this decomposition, do-

main decomposition methods of three basic type—additive, multiplicative and hy-

brid Schwarz methods—have been studied in the literature (cf. [4, 5, 6]). In [1, 2]

it was shown that for discontinuous Galerkin (DG) approximations of purely ellip-

tic problems optimal nonoverlapping Schwarz methods (which have no analogue

in the conforming case) can be constructed. Moreover, it was proved that they ex-

hibit spectral bounds analogous to the one obtained with conforming finite element

approximations in the case of “small” overlap, making Schwarz methods particu-

larly well-suited for DG preconditioning. Motivated by the above considerations, we

study a class of nonoverlapping Schwarz preconditioners for DG approximations of

convection-diffusion equations. The generalized minimal residual (GMRES) Krylov

space-based iterative solver is accelerated with the proposed preconditioners. We dis-

cuss the issue of convergence of the resulting preconditioned iterative method, and

demonstrate through numerical computations that the classical Schwarz convergence

theory cannot be applied to explain theoretically the converge observed numerically.

2 Statement of the Problem and its DG Approximation

Given a bounded polyhedral domain Ω ⊆Rd , d = 2,3, f ∈L2(Ω), and g∈H1/2(∂Ω),
we consider the following elliptic convection-diffusion problem with constant coef-
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ficients:

−ε∆u+β ·∇u = f in Ω , u = g on Γ ≡ ∂Ω , (1)

where ε > 0 is the diffusion coefficient and β ∈ Rd is the velocity field.

We consider, for simplicity, shape-regular quasi-uniform partitions Th of Ω with

granularity h > 0, where each K ∈ Th is the affine image of a fixed master element

K, i.e., K = FK(K), where K is either the open unit d-simplex or the open unit d-

hypercube in Rd , d = 2,3. We denote by Fh the set of all faces of Th, and for F ∈ Fh

we set hF = diam(F). The symbol FB
h will denote the set of all faces that lie on

the boundary, Γ . For a given approximation order ℓ ≥ 1, we define the discontinu-

ous Galerkin finite element space Vh = {v ∈ L2(Ω) : v|K ◦FK ∈Mℓ(K) ∀K ∈ Th},
where Mℓ(K) is either the space of polynomials of degree at most ℓ on K, if K is the

reference d-simplex, or the space of polynomials of degree at most ℓ in each variable

on K, if K is the reference d-hypercube.

We denote by ∇h the elementwise application of the operator ∇, and, for v ∈ Vh

and K ∈ Th, v+ (respectively, v− ) denotes the interior (respectively, exterior) trace of

v defined on ∂K (respectively, ∂K \Γ ). Given K ∈ Th, the inflow and outflow parts

of ∂K are defined

∂−K := {x ∈ ∂K : β (x) ·nK(x) < 0}, ∂+K := {x ∈ ∂K : β (x) ·nK(x)≥ 0},

respectively, where nK denotes the unit outward normal vector to ∂K.

For a parameter α ≥ αmin > 0 (at our disposal), and adopting the standard nota-

tion {{·}} for the face-average and [[·]] for the jump operator [3], we define the bilinear

form Bh(·, ·) : Vh×Vh→ R as

Bh(u,v) =
∫

Ω
ε∇hu ·∇hvdx− ∑

F∈Fh

∫

F
{{ε∇hu}} · [[v]]ds

− ∑
F∈Fh

∫

F
[[u]] · {{ε∇hv}}ds+ ∑

F∈Fh

∫

F
α ε h−1

F [[u]] · [[v]]−
∫

Ω
uβ ·∇hvdx

+ ∑
K∈Th

∫

∂+K
(β ·nK)u+v+ ds+ ∑

K∈Th

∫

∂−K\Γ
(β ·nK)u−v+ ds.

Then, the DG approximation of problem (1) reads as follows:

Find uh ∈Vh such that Bh(uh,v) = Fh(v) ∀v ∈Vh, (2)

where the functional Fh(·) : Vh→ R is given by

Fh(v) :=
∫

Ω
f vdx+ ∑

F∈FB
h

∫

F
ε g∇v+ ·nK ds

+ ∑
F∈FB

h

∫

F
ε α h−1

F gv+ ds+ ∑
K∈Th

∫

∂−K∩Γ
(β ·nK)gv+ ds.
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Given a basis of Vh, any function v ∈ Vh is uniquely determined by a set of degrees

of freedom. Here and in the following, we use boldface notation to denote elements

of the spaces of degrees of freedom (vectors in Rn, and matrices in Rn×Rn). If B

is the stiffness matrix associated with the bilinear form Bh(·, ·) and the given basis,

problem (2) can be rewritten as the system of linear equations Bu = F. In order to

solve this system of linear equations efficiently by a Krylov space-based iterative

solver (such as, for example, the GMRES method), suitable preconditioners have to

be employed to accelerate the iterative scheme.

3 Nonoverlapping Schwarz Methods

We consider three levels of nested partitions of the domain Ω satisfying the previous

assumptions: a subdomain partition TN consisting of N nonoverlapping subdomains

Ωi, a coarse partition TH (with mesh size H) and a fine partition Th (with mesh

size h). Next we introduce the key ingredients of the definition of the Schwarz pre-

conditioners.

Local Solvers. For i = 1, . . . ,N, we define the local DG spaces by

V i
h := {v ∈Vh : v|K = 0 ∀K ∈ Th, K ⊂Ω r Ωi}.

We note that a function in V i
h is discontinuous and, as opposed to the case of con-

forming approximations, does not in general vanish on ∂Ωi. The classical extension

(injection) operator from V i
h to Vh is denoted by RT

i : V i
h −→ Vh, i = 1, . . . ,N. We

define the local solvers Bi : V i
h×V i

h −→ R as

Bi(ui,vi) := Bh(R
T
i ui,R

T
i vi) ∀ui,vi ∈V i

h, i = 1, . . . ,N.

Remark 1. Approximate local solvers, such as the ones proposed in [1, 2], could also

be considered for the definition of the local components of the preconditioner.

Coarse Solver. For a given approximation order 0≤ p≤ ℓ we introduce the coarse

space VH ≡ V 0
h := {v0 ∈ L2(Ω) : v0|K ◦FK ∈Mℓ(K) ∀K ∈ TH}, and we define the

coarse solver B0 : V 0
h ×V 0

h −→ R by

B0(u0,v0) := Bh(R
T
0 u0,R

T
0 v0) ∀u0,v0 ∈V 0

h ,

where RT
0 : V 0

h −→Vh is the classical injection operator from V 0
h to Vh.

For 0≤ i≤ N, let the projection operators Ti : Vh −→V i
h ⊂Vh be given by

Bi(Tiu,vi) := Bh(u,vi) ∀vi ∈V i
h.

The additive and multiplicative Schwarz operator are defined by

Tad :=
N

∑
i=0

Ti, Tmu := I− (I−TN)(I−TN−1) · · ·(I−T0),
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respectively (cf. [5, 6]). The multiplicative Schwarz method is less amenable to par-

allelization than the additive method because the presence of the coarse solver T0,

which cannot be handled in parallel with the other local subproblem solvers, leads to

a bottleneck for the whole algorithm. Motivated by the above observations, we also

consider a hybrid operator in which the global operator T0 is incorporated additively

relative to the rest of the local solvers (see [4]):

Thy := T0 + I− (I−TN)(I−TN−1) · · ·(I−T1).

The Schwarz operators can be written as products of suitable preconditioners, namely

Mad, Mmu or Mhy, and B. Then, the Schwarz method consists of solving, by a suit-

able Krylov space-based iterative solver, the preconditioned system of equations

MBu = MF, where M is either Mad, Mmu or Mhy.

4 The Issue of Convergence

The abstract analysis of Schwarz methods for conforming approximations to non-

symmetric elliptic problems, originally carried out by Cai and Widlund in [6], relies

upon the GMRES convergence bounds of Eisenstat et al. [7]. According to [7], the

GMRES method applied to the preconditioned system of equations does not stag-

nate (i.e., the iterative method makes some progress in reducing the residual at each

iteration step) provided that the symmetric part of T (where T is one of the Schwarz

operators introduced in Sec. 3) is positive definite, and T is uniformly bounded. That

is,

cp(T ) := inf
v∈Vh
v 6=0

Sh(v,T v)

Sh(v,v)
> 0, Cp(T ) := sup

v∈Vh
v 6=0

‖T v‖h
‖v‖h

≤C, (3)

where ‖ · ‖h is a suitable (mesh-dependent) norm on Vh in which the bilinear form

Bh(·, ·) is continuous and coercive, and where Sh(·, ·) denotes the symmetric part of

Bh(·, ·). While the second condition can usually be shown to hold without difficulties,

the first condition cannot, in general, be guaranteed. Indeed, as we demonstrate by

numerical computations, cp(T ) may be negative even in generic, non-pathological,

cases. In Table 1 we show the computed values of cp(Tad) and cp(Tmu) obtained

with two choices of the global Péclet number Pe := ‖β‖∞|Ω |/ε (that relates the

rate of convection of a flow to its rate of diffusion) for the first test case considered

in Section 5. Even though GMRES applied to the preconditioned systems does not

stagnate and, in fact, converges in only a few iterations (cf. Section 5), cp(T ) < 0

once the spacing of the fine grid is sufficiently small.

Remark 2. Closer inspection reveals that, in the case of elliptic convection-dominated

diffusion equations, the theory in [6] is far from satisfactory since, on the one hand,

it relies upon the GMRES bounds from [7] that only provide sufficient conditions for

non-stagnation of GMRES and, on the other hand, it requires the skew-symmetric

part of the operator to be “small” relative to the symmetric part (typically a low-

order compact perturbation). Clearly, such a requirement cannot be satisfied in the
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Table 1. Estimate of cp(T ): ℓ = p = 1, N = 16, Cartesian grids.

(a) cp(Tad): ε = 10−1, β = (1,1)T

H ↓ h→ h0 h0/2 h0/4 h0/8

H0 0.077 -0.008 -0.047 -0.067

H0/2 - 0.101 0.037 0.005

H0/4 - - 0.117 0.050

H0/8 - - - 0.119

(b) cp(Tmu): ε = 10−3, β = (1,1)T

H ↓ h→ h0 h0/2 h0/4 h0/8

H0 0.225 -0.553 -1.484 -2.795

H0/2 - 0.114 -0.628 -1.554

H0/4 - - 0.114 -0.570

H0/8 - - - 0.077

convection-dominated case. Similar conclusions have been drawn in [1, 2] in the

case of nonoverlapping preconditioners for nonsymmetric DG approximations of the

Laplace operator (where the skew-symmetric part of the operator happens to be of

the same order as the symmetric part).

Remark 3. The comments above also apply in to the case of generous overlapping

partitions (cf. [8]) under suitable additional assumptions on the size of the coarse

mesh, i.e., H < H0. Closer inspection reveals that H0 strongly depends on the size

of the global Péclet number, making the analysis inapplicable in the convection-

dominated case.

5 Numerical Experiments

1 2 3 45 6 7 89 10 11 1213 14 15 16
(a) (b)

0

0.5

1

0

0.5

1
0

0.2

0.4

0.6

0.8

(c)

Fig. 1. (a) Subdomain ordering for N = 16; (b) initial coarse (solid line) and fine (dashed line)

meshes; (c) the exact solution (4) for ε = 10−2 (right).

We investigate the performance of our preconditioners while varying h, H and the

Péclet number. We use a uniform subdomain partition of Ω = (0,1)2 consisting of 16

squares ordered as in Fig. 1(a). The initial coarse and fine refinements are depicted

in Fig. 1(b). We denote by H0 and h0 the corresponding initial coarse and fine mesh

sizes, respectively, and we consider n = 1,2,3 successive uniform refinements of the

initial grids. The linear systems of equations have been solved by GMRES with a
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(relative) tolerance set equal to 10−6 allowing a maximum of 100 (respectively, 600)

iterations for the preconditioned (respectively, unpreconditioned) systems.

We set β = (1,1)T and adjust the source term f and the boundary condition so

that the exact solution is given by

u(x,y) = x+ y− xy+
1

1− e−1/ε

[
e−1/ε − e−(1−x)(1−y)/ε

]
. (4)

We note that for 0 < ε ≪ 1, i.e., for Pe≫ 1, the solution exhibits boundary layers

along x = 1 and y = 1 (cf. Fig. 1(c) for ε = 10−2).

Table 2. GMRES iteration counts: ε = 1.

Additive Multiplicative Hybrid

H ↓ h→ h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8

H0 20 30 40 54 8 13 17 24 11 15 20 27

H0/2 - 19 27 37 - 7 10 13 - 11 15 20

H0/4 - - 20 28 - - 6 8 - - 12 17

H0/8 - - - 19 - - - 5 - - - 12

#iter(B) 58 109 204 371 58 109 204 371 58 109 204 371

Table 3. GMRES iteration counts: ε = 10−1.

Additive Multiplicative Hybrid

H ↓ h→ h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8

H0 23 34 48 62 11 15 21 29 12 17 24 30

H0/2 - 20 30 41 - 8 11 16 - 12 16 20

H0/4 - - 21 29 - - 7 10 - - 12 17

H0/8 - - - 19 - - - 6 - - - 11

#iter(B) 59 110 209 396 59 110 209 396 59 110 209 396

We compare the GMRES iteration counts for the additive, multiplicative and

hybrid Schwarz preconditioners for different values of the Péclet number, working

for the sake of simplicity with approximations with ℓ = p = 1. The computed iter-

ation counts obtained for ε = 1,10−1,10−3,10−4 are shown in Tables 2–5, respec-

tively. Clearly, the multiplicative and the hybrid Schwarz preconditioners perform

far better than the additive preconditioner. The results in Tables 2–5 show that for

small Péclet numbers the iteration counts seem to increase with the Péclet number;

whereas, whenever the problem becomes convection-dominated, i.e., for Pe≫ 1, the

iteration counts needed for achieving the fixed tolerance decrease with the increase of

the Péclet number. Moreover, in the convection-dominated regime the performance

of the additive nonoverlapping preconditioner is comparable with the one in [8] in
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Table 4. GMRES iteration counts: ε = 10−3.

Additive Multiplicative Hybrid

H ↓ h→ h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8

H0 15 21 26 33 6 8 10 14 8 10 12 16

H0/2 - 17 24 32 - 5 8 13 - 8 11 15

H0/4 - - 18 27 - - 6 10 - - 9 14

H0/8 - - - 20 - - - 5 - - - 10

#iter(B) 41 68 115 213 41 68 115 213 41 68 115 213

Table 5. GMRES iteration counts: ε = 10−4.

Additive Multiplicative Hybrid

H ↓ h→ h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8

H0 14 16 17 18 3 4 4 6 6 6 7 8

H0/2 - 14 16 18 - 3 4 5 - 6 6 7

H0/4 - - 14 17 - - 3 4 - - 6 7

H0/8 - - - 14 - - - 4 - - - 6

#iter(B) 40 67 119 215 40 67 119 215 40 67 119 215

the overlapping case, making the nonoverlapping version competitive in practical

applications.

Table 6. GMRES iteration counts: multiplicative and hybrid (between parenthesis) Schwarz

preconditioners.

ε = 10−1 ε = 10−4

H ↓ h→ h0 h0/2 h0/4 h0/8 h0 h0/2 h0/4 h0/8

H0 13 (15) 20 (21) 27 (29) 36 (39) 5 (8) 6 (9) 8 (10) 10 (12)

H0/2 - 11 (15) 16 (19) 21 (26) - 5 (7) 6 (10) 9 (12)

H0/4 - - 10 (13) 14 (19) - - 5 ( 9) 7 (11)

H0/8 - - - 8 (11) - - - 6 (10)

#iter(B) 79 152 290 551 39 65 113 203

Finally, we investigate the effect of the subdomain ordering on the performance

of the Schwarz preconditioner. We set β = (−1,−1)T, and we choose as exact solu-

tion one that is analogous to the exact solution considered so far but now such that

u exhibits boundary layers along x = 0 and y = 0 for 0 < ε ≪ 1, so that the subdo-

mains turn out to be ordered “downwind” (cf. Fig. 1(a)). In Table 6 we report the

GMRES iteration counts obtained with the multiplicative and hybrid (in parenthesis)

Schwarz method using ℓ = p = 1. As expected, the subdomain ordering does affect
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the performance of the preconditioner and “downwind” ordering of subdomains can

lead to an increase in the number of GMRES iterations.
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Summary. A new family of linearly implicit fractional step methods is proposed for the effi-

cient numerical solution of a class of nonlinear time-dependent reaction-diffusion equations.

By using the method of lines, the original problem is first discretized in space via a mimetic

finite difference technique. The resulting differential system of stiff nonlinear equations is lo-

cally decomposed by suitable Taylor expansions and a domain decomposition splitting for the

linear terms. This splitting is then combined with a linearly implicit one-step scheme belong-

ing to the class of so-called fractional step Runge-Kutta methods. In this way, the original

problem is reduced to the solution of several linear systems per time step which can be triv-

ially decomposed into a set of uncoupled subsystems. As compared to classical domain de-

composition techniques, our proposal does not require any Schwarz iterative procedure. The

convergence of the designed method is illustrated by numerical experiments.

1 Introduction

In this paper, we consider nonlinear parabolic initial-boundary value problems of the

following form: Find ψ : Ω × [0,T ]→ R such that





∂ψ(x,t)
∂ t

= div(K(ψ)gradψ)+g(x, t,ψ)+ f (x, t), (x, t) ∈Ω × (0,T ],

ψ(x,0) = ψ0(x), x ∈Ω ,

ψ(x, t) = ψD(x, t), (x, t) ∈ ∂Ω × [0,T ],

(1)

where Ω ⊆R2, K(ψ) is a 2×2 nonlinear symmetric positive-definite tensor, g(x, t,ψ)
is a nonlinear reaction term and f (x, t) denotes the source/sink term. Initial and

boundary data are given by ψ0(x) and ψD(x, t), respectively. For the sake of sim-

plicity, only Dirichlet boundary conditions are considered.

The numerical solution of problem (1) is carried out via the method of lines, thus

combining a spatial discretization stage with the subsequent time integration process.

For the first stage, we use a mimetic finite difference (MFD) method formulated on
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logically rectangular meshes. Our method extends the ideas discussed in [7] for lin-

ear parabolic problems to the nonlinear case (1) by introducing a quadratic bivariate

interpolation approach in the discretization process. As for the time integration, the

resulting system of nonlinear ordinary differential equations is locally decomposed

by applying suitable Taylor expansions and a domain decomposition splitting for

the linear terms. This kind of splitting was used in [2] for solving linear parabolic

problems and has been recently surveyed by [5] in the context of regionally-additive

schemes. Here, we combine such a technique with an extension of the class of lin-

early implicit fractional step methods designed and analyzed in [3, 4]. The totally

discrete scheme is shown to be second-order convergent in both space and time un-

der a mild stability restriction.

The remainder of the paper is divided into three sections. The first two briefly de-

scribe the spatial discretization and time integration processes. Also in Sec. 3, a lin-

early implicit splitting scheme due to Hundsdorfer and Verwer (cf. [1]) is introduced

for comparison purposes. Finally, in the last section, some experiments illustrate the

numerical behaviour of the proposed method.

2 Spatial Discretization

The spatial discretization of problem (1) is based on an MFD scheme derived from

the support-operator method. This method, initially proposed in [6] and subsequently

discussed in [7], provides a methodology for constructing discrete analogues of the

invariant first-order differential operators appearing in the original problem (i.e., di-

vergence and gradient).

Let us consider a discretization of Ω by means of a logically rectangular grid Ωh,

where h denotes the spatial mesh size. The first step in the MFD technique consists

of choosing suitable degrees of freedom for semidiscrete scalar and vector functions:

in this work, the former are defined at the cell centers of the mesh, while the latter

are considered to be at the mesh nodes. We shall denote by Vh and Ṽh the vector

spaces of semidiscrete scalar and vector functions defined on the cell centers and

nodes of Ωh, respectively. As a second step, we equip these spaces with suitable

scalar products, namely [·, ·]Vh
and [·, ·]Ṽh

(see [7] for details). The third step is to

derive a discrete approximation to the divergence operator, divh : Ṽh → Vh, which

we shall refer to as the prime operator. Such an approximation is provided by the

Gauss divergence theorem. Finally, the fourth step lies in defining a discrete gradient

operator, gr̃adh : Vh→ Ṽh, as the adjoint to the discrete divergence divh with respect

to the previous scalar products, i.e.:

[divh ũh,ϕh]Vh
≡ [ũh,−gr̃adh ϕh]Ṽh

∀ϕh ≡ ϕh(t) ∈Vh, ∀ ũh ≡ ũh(t) ∈ Ṽh. (2)

Since gr̃adh is somehow deduced from the so-called prime operator, we call it the

derived operator. Within this framework, we shall denote by ψh(t) and gh(t,ψh) the

semidiscrete approximations to the scalar functions ψ(x, t) and g(x, t,ψ) at the cell

centers of the mesh. Analogously, fh(t)≡ rh f (x, t), where rh denotes the restriction

operator to the cell centers of Ωh.
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The standard MFD method formulated in [7] is defined for linear problems in

which K ≡ K(x) does not depend on ψ . However, the more general case consid-

ered here requires an extension of this method to deal with the nonlinearity arising

from K(ψ). Let us briefly present the main features of such an extension. Recall-

ing problem (1) and once we have defined the discrete operators divh and gr̃adh, we

need to approximate the matrix-vector product K(ψ)gradψ . For this product to be

well-posed, since the components of gr̃adh ψh are given at the mesh nodes (as de-

rived from (2)), the elements of K(ψ) must also be evaluated at this location. Let us

denote by ψ̃h the approximations to the unknown ψ at the nodes of Ωh. Then, the

discretization of tensor K(ψ), given by K̃h(ψ̃h), is obtained by suitably evaluating its

elements at ψ̃h. As a result, the second-order nonlinear term divh(K̃h(ψ̃h)gr̃adh ψh)
possess a local stencil involving nine cell-centered values ψh (as described in [7]) as

well as four nodal values ψ̃h (due to the discrete tensor K̃h(ψ̃h)). In order to elimi-

nate these values from the local stencil, we apply a quadratic bivariate interpolation

method which permits to obtain ψ̃h as a linear combination of the corresponding

nine values of ψh. Consequently, the discrete diffusion operator will be given by

Ah(·)≡ divh(K̃h(·)gr̃adh ·) : Vh→Vh and the local stencil of Ah(ψh) will thus have a

compact nine-cell structure.

The discretization process described in this section gives rise to a stiff nonlinear

differential system of the form:

ψ ′h(t) = Fh(t,ψh)≡ Ah(ψh)+gh(t,ψh)+ fh(t), t ∈ (0,T ], (3)

with initial condition ψh(0) = ψh,0 ≡ rhψ0(x). The MFD method has been theoreti-

cally proved to be second-order convergent when applied to linear elliptic problems

with either Dirichlet or Neumann conditions discretized on smooth grids. Also if

linear parabolic problems are considered, the numerical behaviour of this spatial dis-

cretization technique shows convergence of order 2 (cf. [7]).

3 Time Integration

In this section, we introduce a family of linearly implicit time integrators based on a

splitting of the semidiscrete problem derived in (3). For that purpose, let us first con-

sider a decomposition of the spatial domain Ω into s overlapping subdomains, i.e.

Ω =
⋃s

j=1 Ω j, where Ω j =
⋃s j

k=1 Ω jk such that Ω jk ∩ Ω jℓ = /0 if k 6= ℓ. Associated

to such a decomposition, we construct a sufficiently smooth partition of unity con-

sisting of s functions ρ j : Ω → [0,1], for j = 1,2, . . . ,s, which satisfy the following

properties:

ρ j(x) =





0 if x ∈Ω \Ω j,

h j(x) if x ∈⋃s
k=1
k 6= j

(Ω j ∩Ωk),

1 if x ∈Ω j \
⋃s

k=1
k 6= j

(Ω j ∩Ωk),

(4)

where 0≤ h j(x)≤ 1 and ∑s
j=1 h j(x) = 1 for any x located in the overlapping regions.

From these restrictions, it is obvious that Ω j ≡ supp(ρ j(x)), for j = 1,2, . . . ,s.
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In order to introduce the time integration in a simple way, we divide the time

interval [0,T ] into subintervals [tn, tn+1] of the same length, where tn = nτ , for

n = 0,1, . . . ,NT ≡ [T/τ], and τ > 0 is the constant time step. In the following, we

shall denote by ψh,n the numerical approximations to the semidiscrete solution values

ψh(tn). Now, recalling the differential system (3), we consider the Taylor expansion

of Ah(ψh) around ψh,n:

Ah(ψh) = Ah(ψh,n)+ Jh(ψh,n)(ψh−ψh,n)+Bh(ψh,ψh,n), (5)

where Jh denotes the Jacobian matrix dAh/dψh. If we consider f̆h(ψh,n)≡Ah(ψh,n)−
Jh(ψh,n)ψh,n as an additional source/sink term, we can rewrite (5) as Ah(ψh) =

f̆h(ψh,n) + Jh(ψh,n)ψh + Bh(ψh,ψh,n). Note that the last term in this expression is

nonlinear. Furthermore, using the partition of unity introduced in (4), we split the

linear terms Jh(ψh,n), f̆h(ψh,n) and fh(t) as follows:

2Jh(ψh,n) =
s

∑
j=1

J
j
h(ψh,n), where J

j
h(ψh,n) = Rh(ρ j(x))Jh(ψh,n),

f̆h(ψh,n) =
s

∑
j=1

f̆
j

h (ψh,n), where f̆
j

h (ψh,n) = Rh(ρ j(x)) f̆h(ψh,n),

fh(t) =
s

∑
j=1

f
j

h (t), where f
j

h (t) = Rh(ρ j(x)) fh(t),

(6)

with Rh(ρ j(x)) being a diagonal matrix whose main diagonal is given by rhρ j(x).
Finally, the right-hand side from (3) can be rewritten in the following form:

Fh(t,ψh)≡ F0
h (t,ψh)+F1

h (t,ψh)+ · · ·+Fs
h (t,ψh), (7)

where F0
h (t,ψh)≡ gh(t,ψh)+Bh(ψh,ψh,n) comprises the nonlinear part of Fh(t,ψh),

whereas F
j

h (t,ψh)≡ J
j
h(ψh,n)ψh + f̆

j
h (ψh,n)+ f

j
h (t), for j = 1,2, . . . ,s, are linear non-

homogeneous terms.

According to the ideas proposed in [3] for linear parabolic problems and sub-

sequently adapted in [4] to the semilinear case, we can integrate (3) by using the

splitting (7), together with the following fractional step method:





ψ1
h,n = ψh,n,

ψ2
h,n = ψ1

h,n + τ ∑2
k=1 αk F

ik
h (tk

n ,ψ
k
h,n)+ τ

2
F0

h (t1
n ,ψ1

h,n),

ψ j
h,n = ψ j−1

h,n + τ ∑
j
k= j−1 αk F

ik
h (tk

n ,ψ
k
h,n), j = 3,4, . . . ,2s−2,

ψ2s−1
h,n = ψ2s−2

h,n + τ ∑2s−1
k=2s−2 αk F

ik
h (tk

n ,ψ
k
h,n)

− τ
2

F0
h (t1

n ,ψ1
h,n)+ τF0

h (ts
n,ψ

s
h,n),

ψh,n+1 = ψ2s−1
h,n , n = 0,1, . . . ,NT −1,

(8)

where ik = k, for k = 1,2, . . . ,s, and ik = 2s− k, for k = s + 1,s + 2, . . . ,2s−1. The

intermediate times are tn,1 = tn, tn,k = tn + τ/2, for k = 2,3, . . . ,2s−2, and tn,2s−1 =
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tn + τ = tn+1, whereas the method coefficients are given by α1 = αs = α2s−1 = 1/2

and αk = 1/4 ∀k ∈ {2,3, . . . ,s−1}∪{s+1,s+2, . . . ,2s−2}. Note that (8) is a lin-

early implicit one-step method with (2s−1) internal stages belonging to the class of

so-called fractional step Runge-Kutta (FSRK) methods (cf. [4]). It considers implicit

contributions of the linear terms {F j
h }s

j=1, while explicitly handling the nonlinear

term F0
h . Recall that this term involves both the non-stiff reaction term gh(t,ψh)

and the stiff remainder Bh(ψh,ψh,n). The former will not affect the stability of the

scheme, provided it satisfies a Lipschitz condition (cf. [4]); by contrast, a mild stabil-

ity restriction will arise due to the latter. A deeper insight on the stability properties

of (8) will be provided in the last section.

Since (8) is an FSRK method, its internal stages consist of linear systems with the

coefficient matrices (Ih−τα jJ
i j

h (ψh,n)), for j = 2,3, . . . ,2s−1. Owing to the domain

decomposition splitting (6), each one of these linear systems involves the unknowns

lying just in one of the subdomains {Ω j}s
j=1. Moreover, since each subdomain Ω j

comprises s j disjoint connected components, such a system can be easily decom-

posed into s j uncoupled subsystems which allow a straightforward parallelization.

As a difference with respect to classical domain decomposition methods, artificial

boundary conditions are not required on each subdomain and, hence, no Schwarz

iterative procedures are involved in the computations.

Following [4], the previous method can be proved to be of classical order 2. In

fact, if we consider the case in which the number of levels s = 2 and apply the method

to a linear parabolic problem, we recover the time integration process involved in the

classical Peaceman-Rachford alternating direction implicit scheme. Therefore, (8)

may be considered as a generalization of the Peaceman-Rachford scheme (cf. [3]).

As mentioned above, the conditional stability of (8) involves a mild stability

restriction which makes it competitive with other existing linearly implicit splitting

methods of order 2. For illustration, we shall compare our proposal with the so-

called Hundsdorfer and Verwer scheme analyzed in [1]. This scheme is based on the

technique of stabilizing corrections and, when applied to problem (3) with splitting

(7), it leads to:





ψ0
h,n = ψh,n + τFh(tn,ψh,n),

ψ j
h,n = ψ j−1

h,n +θτ
(
F

j
h (tn+1,ψ

j
h,n)−F

j
h (tn,ψh,n)

)
, j = 1,2, . . . ,s,

ψ̂0
h,n = ψ0

h,n +στ
(
Fh(tn+1,ψ

s
h,n)−Fh(tn,ψh,n)

)
,

ψ̂ j
h,n = ψ̂ j−1

h,n +θτ
(
F

j
h (tn+1, ψ̂

j
h,n)−F

j
h (tn+1,ψ

s
h,n)
)
, j = 1,2, . . . ,s,

ψh,n+1 = ψ̂s
h,n, n = 0,1, . . . ,NT −1.

(9)

For any given θ , the scheme (9) is conditionally convergent of classical order 2,

whenever σ = 1
2
, and of order 1 otherwise. Although the stability restriction of this

method is similar to that of (8), it requires two more implicit stages in order to achieve

the same accuracy.
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4 Numerical Results

This section shows the numerical behaviour of methods (8) and (9) in the solution

of nonlinear parabolic problems of type (1). In particular, let us consider (1) posed

on the unit square Ω ≡ {x = (x,y) ∈ R2 : 0 < x < 1, 0 < y < 1}. Tensor K(ψ) is a

symmetric positive-definite nonlinear matrix defined as K(ψ) = Q(θ)D(ψ)Q(θ)T ,

where Q(θ) is a 2×2 rotation matrix with angle θ = π/4 and D(ψ) is a 2×2 diag-

onal matrix whose diagonal entries are 1 + ψ2 and 1 + 8ψ2. The nonlinear reaction

term is chosen to be g(ψ) = −(1 + ψ2)e−ψ , whereas the source/sink term f (x, t)
and both initial and Dirichlet boundary conditions are defined in such a way that

ψ(x,y, t) = e11−4tx4(1− x)4y4(1− y)4 is the exact solution of the problem.

The discretization of the spatial domain Ω is based on the construction of a

smooth curvilinear grid Ωh ≡ {(x̃i, j, ỹi, j)}N
i, j=1 with coordinates:

x̃i, j = ξi, j +10ξi, j (1−ξi, j)( 1
2
−ξi, j)ηi, j (1−ηi, j),

ỹi, j = ηi, j +10ηi, j (1−ηi, j)( 1
2
−ηi, j)ξi, j (1−ξi, j),

where ξi, j = (i−1)h, ηi, j = ( j−1)h and h = 1/(N−1). This grid is obtained from

a uniform grid, by using an analytical transformation. Fig. 1 shows an example of

such a grid for N = 17.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

x

y

Fig. 1. Logically rectangular grid for N = 17.

Afterwards, we consider a decomposition of Ω into s = 4 overlapping subdo-

mains {Ω j}s
j=1, each of which involves s j = 4 disjoint connected components, for

j = 1,2,3,4. Related to such a decomposition, we define a smooth partition of

unity consisting of a sequence of functions {ρ j(x)}s
j=1 based on (4). This parti-

tion of unity is displayed on Fig. 2, where the overlapping subdomains are given

by Ω j ≡ supp(ρ j(x)).
For the time integration of this test problem, we consider the linearly implicit

FSRK method (8) as well as the Hundsdorfer and Verwer scheme (9), with θ = 1 and

σ = 1/2. Let us introduce the global error at time t = tn as Eh,τ = rhψ(x, tn)−ψh,n, for

n = 1,2, . . . ,NT . Under certain discrete norm ‖ · ‖h and suitable stability restrictions

between h and τ , it holds that ‖Eh,τ‖h ≤ C(h2 + τ2), being C a positive constant
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Fig. 2. Smooth partition of unity {ρ j(x)}s
j=1 related to {Ω j}s

j=1, for s = 4.

independent of h and τ . In our convergence study, we shall measure these errors

by using the discrete L2-norm in space and the discrete maximum norm in time,

denoted by ‖Eh,τ‖2. Tables 1 and 2 present the asymptotic behaviour of the global

errors when the scheme (8) is used for different values of h and τ . As expected, it is

shown to be conditionally convergent of order 2 in both space (see Table 1) and time

(see Table 2).

Table 1. Global errors obtained in method (8) for τ = 5 ·10−8.

h h0 = 2−4 h0/2 h0/4 h0/8 h0/16 h0/32

‖Eh,τ‖2 4.530E-2 3.305E-3 5.028E-4 1.120E-4 2.639E-5 6.574E-6

Finally, Table 3 compares the stability restrictions arising between h and τ when

both methods are applied to this example. Here, we compute the maximum time

steps τPR

h and τHV

h which make (8) and (9) respectively stable for different mesh sizes

h. In view of the numerical results, we can conclude that both schemes converge
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Table 2. Global errors obtained in method (8) for h = 2−7.

τ τ0 = 10−4 τ0/2 τ0/4 τ0/8 τ0/16 τ0/32

‖Eh,τ‖2 1.424E-5 3.562E-6 8.908E-7 2.227E-7 5.568E-8 1.392E-8

under a non-severe stability limitation which is revealed to be slightly milder for

our proposal. We have performed additional experiments assuming different types

of solutions on both smooth and non-smooth grids and the resulting stability restric-

tions preserve a similar behaviour. Therefore, the generalization of the Peaceman-

Rachford method given by (8) may be considered as a remarkable alternative to other

existing linearly implicit splitting methods of order 2.

Table 3. Maximum time steps τPR

h and τHV

h permitted for different mesh sizes h.

h h0 = 2−4 h0/2 h0/4 h0/8 h0/16 h0/32

τPR

h 2.30E-3 1.90E-3 7.30E-4 3.00E-4 1.25E-4 5.10E-5

τHV

h 2.20E-4 7.05E-5 2.12E-5 6.43E-6 1.90E-6 5.80E-7
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1 Introduction

Newton-Krylov-Schwarz algorithms have been used in many areas and are often

quite scalable and robust. In this paper we explore the application of Schwarz type

domain decomposition preconditioners to some fully coupled systems for fluid-

structure interaction. In particular, we are interested in developing a scalable parallel

framework for the simulation of blood flow in human arteries [11]. In [2, 3], coupled

fluid-structure problems are solved in 3D for patient-specific artery models, with

emphasis on accurately representing vessel geometry, on constitutive model for the

artery walls, and other physical concerns. In this paper we focus on a class of parallel

domain decomposition algorithms for solving the coupled systems and report on the

robustness and parallel scalability of the algorithms.

Very often in the simulation of fluid-structure interaction, fluid and structure are

iteratively coupled, as in [4, 5, 7]. That is, fluid and structure subproblems are solved

alternately (or in parallel), passing boundary conditions between them, until the solu-

tions are compatible at the fluid-structure interface, and then the simulation proceeds

to the next time step. However, this approach often requires small timesteps, can

become unstable, and can reduce the order of accuracy of the solution [8]. In con-

trast, we use fully monolithic coupling, where the fluid and the structure are solved

together as one system.

2 Governing Equations

We use a linear elastic model for the structure. The primary variable in the structure

equations is the displacement vector xs. Define σs as the stress-strain relation or

Cauchy stress tensor

σs = λs(∇ ·xs)I +2µs(∇xs +∇xT
s )
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where λs and µs are the Lamé constants. The equilibrium equation for linear elasticity

is

ρs
∂ 2xs

∂ t2
= ∇ ·σs + fs. (1)

We fix the structure displacement xs = 0 on the dry, non-interaction boundary ΓS; the

boundary conditions on the fluid-structure interaction boundary Γw will be presented

when we discuss the fluid-structure coupling.

The mesh points of our fluid domain move, and the displacements of the mesh

nodes from their original reference configuration define a separate field that we need

to represent. For the grid displacements x f , we simply use the Laplace equation

∆x f = 0 (2)

in the interior of the domain, following [9]. In our numerical simulations this simple

relation gives a smooth grid as the boundaries of the domain move, rarely causing

problems with ill-conditioned elements. The boundary conditions for this field are

either fixed zero Dirichlet conditions (at the inlet and outlet of the fluid domain) or

are prescribed to follow the movement of the structure.

We model blood as a viscous incompressible Newtonian fluid, using the Navier-

Stokes equations written in the ALE frame

∂u f

∂ t

∣∣∣∣
Y

+[(u f −ωg) ·∇]u f +
1

ρ f

∇p = ν f ∆u f , (3)

∇ ·u f = 0. (4)

Here u f is the fluid velocity vector and p is the pressure. The given data include the

fluid density ρ f , and ν f = µ f /ρ f , the kinematic viscosity. External body forces are

ignored. Also, ωg = ∂x f /∂ t is the velocity of the moving mesh in the ALE frame

and the Y indicates that the time derivative is to be taken with respect to the ALE

coordinates, not the Eulerian coordinates [9].

Boundary conditions for the fluid equations consist of a no-slip condition u f = 0

at rigid walls Γf , a Dirichlet condition where u f takes a given profile at the inlet Γi,

and a zero traction condition

σ f ·n = µ f (∇u f ·n)− pn = 0 (5)

on the outlet Γo, where σ f is the Cauchy stress tensor for the fluid and n is the unit

outward normal.

At the fluid-structure interface we require that the structure velocity match the

fluid velocity u f = ∂xs/∂ t and we also enforce that the moving mesh must follow

the solid movement x f = xs, so that the solid can maintain a Lagrangian description.

The coupling of traction forces at the boundary can be written σs ·n = σ f ·n where

n is the unit normal vector at the fluid-solid interface.
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3 Spatial Discretization

Because of space constraints, we omit the full derivation of the weak form of the gov-

erning equations. We note two interesting points here. First, because of our moving

grid, the variational spaces in which we seek a solution to the fluid subproblem are

time-dependent. Second, the variational spaces associated with the fluid subproblem

and the mesh subproblem depend implicitly on the current solution to the structure

subproblem, as this solution provides essential boundary conditions for the fluid and

mesh subproblems.

The spatial discretization is done with quadrilateral finite elements, with a con-

forming discretization at the fluid-structure interface, so that no special interpolation

scheme is necessary to move information between fluid and structure.

We write the structure displacement vector xs as xs ≈ ∑ j ϕ j(x)x j(t) and denote

the vector of coefficients x j as xs. Using this approximation, we arrive at the semi-

discrete system

Ms
∂ 2xs

∂ t2
+Cs

∂xs

∂ t
+Ksxs = F (6)

where Cs = αMs + βKs is an added Rayleigh damping matrix where α and β are

small parameters; typically α ≈ 0.1 and β ≈ 0.01 [6].

We use biquadratic quadrilateral finite elements in our ALE discretization of the

moving mesh. We approximate x f ≈ ∑ j ξ j(x)x j(t). This is a standard finite-element

discretization of the Laplace equation resulting in Kmx f = 0 with boundary condi-

tions that depend on the structure subproblem.

The fluid is discretized with the LBB-stable Q2−Q1 finite elements. Using finite-

dimensional approximations u f ≈ ∑ j ϕ j(x, t)u j(t) and p ≈ ∑ j ψ j(x, t)p j(t) we can

write the semi-discrete Navier-Stokes equations in the ALE frame as

M f
∂u

∂ t
+B(u)u+K f u−QT p = M f f , (7)

Qu = 0 (8)

where M f is a mass matrix, B(u) represents the nonlinear convective operator, K f is

the discrete Laplacian, and Q is the discrete divergence operator.

The mesh displacement continuity and velocity continuity conditions are en-

forced directly at each timestep; we replace rows of the matrix corresponding to

these degrees of freedom with rows representing the equations xs = x f , and similarly

for the velocity. We also need to discretize the traction force that the fluid exerts on

the solid boundary, namely σ f ·n = µ f (∇u f ·n)− pn. The result has block matrix

form

σ f ·n =

(
Auu Auv Aup

Avu Avv Avp

)


u f

v f

p


= (Au Ap)

(
u

p

)
. (9)

This will be inserted as a force in the discrete form of the structure equations to

enforce the traction matching condition at the fluid-structure interface.
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4 Temporal Discretization

We use the trapezoid rule yn+1 = yn +(∆ t/2)
(

f n+1 + f n
)

which is a second-order

accurate implicit scheme for all our time discretization.

For the structure time-stepping, we follow [6] in implementing the trapezoid rule

by reducing the order of (6) from second order to first order. Our new vector of

unknowns includes both solid displacement and velocity, y = (xs,∂xs/∂ t)T . Then

∂y

∂ t
= f (y, t) =




∂xs

∂ t

M−1(F(t)−Ksxs−Cs
∂xs

∂ t
)


 .

The trapezoid rule for this differential algebraic equation can be written

Myn+1 = Myn +
∆ t

2

[
Kyn+1 +Kyn +Fn+1 +Fn

]

where

M =

(
I

Ms

)
, K =

(
I

−Ks −Cs

)
.

The moving mesh, like the continuity equation for the fluid, is enforced indepen-

dent of time. So we simply require

Kmxn+1
f = 0

at each time step.

Rescaling pressure by the timestep ∆ t, we apply a slightly modified version of

the trapezoid rule to (7) to get

Mun+1 = Mun +
1

2

[
(S +∆ tRn+1)un+1 +(S +∆ tRn)un

]

where

M =

(
M f 0

0 0

)
, Rn =

(
−B(un)−K f 0

0 0

)
, S =

(
0 −QT

Q 0

)
.

We use the same time-stepping scheme for fluid and structure, so we can simply

put the discretized fluid and structure problems together in one system with coupling

enforced implicitly. In summary, we have

(M +W )yn+1−Myn− ∆ t

2
(Kyn+1 +Kyn)− ∆ t

2
(Fn+1 +Fn) = 0 (10)

where
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yn =




un

∆ t pn

xn
f

xn
s

ẋs
n




, M =




M f

I

Ms




,

W =




Km

Au Ap




, K =




−B−K f −(1/∆ t)QT

(1/∆ t)Q

I

−Ks −Cs




.

Though written in matrix form, many of the operators above are nonlinear. In partic-

ular the B term depends on u f , and the K f ,M f and Q terms depend on the moving

mesh x f . This implies that we have a Jacobian of the form

J =




J f −QT Zm

Q Zc

Km

Au Ap I −(∆ t/2)I
(∆ t/2)Ks Ms +(∆ t/2)Cs




(11)

where J f is the Jacobian of the nonlinear term in the momentum equation and Zm

and Zc are the nonlinear contributions of the moving mesh to the momentum and

continuity equations. The form of Zm and Zc are unknown, and our implementation

of the Jacobian simply ignores them, which is a reasonable approximation as long as

the mesh movement is slow, i.e., the timestep is sufficiently small.

5 Solving the Nonlinear System

At each timestep, we solve the nonlinear system (10) with an inexact Newton method

with line search. At each Newton step we solve a preconditioned linear system of the

form J(y)M−1(Ms) = z for the Newton correction s, where M−1 is a one-level ad-

ditive Schwarz preconditioner [10, 12, 13]. In this domain decomposition precondi-

tioner, the formation of subdomains does not consider the fluid-structure boundary,

so that a subdomain may contain fluid elements, structure elements, or both. Sub-

domain solves are done by LU factorization with homogeneous Dirichlet boundary

conditions on the boundaries for all solution variables, including the fluid pressure.

In practice, we order the unknowns for the Jacobian system not by field ordering

as in (11), but by element ordering. The choice of ordering can have significant effect

on the convergence properties of the solver. By this choice, the nonzero-block struc-

ture is banded. That is, within each element the unknowns are ordered as in (11), but

globally the matrix looks like the nine-point stencil for a Poisson equation.
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6 Numerical Results

Our solver is implemented using PETSc [1]. All computations are performed on an

IBM BlueGene/L supercomputer at the National Center for Atmospheric Research

with 1024 compute nodes.

We begin all our simulations with zero initial conditions for structure displace-

ment and fluid velocity, therefore compatibility between fluid and structure is easily

satisfied in the initial conditions. In all the numerical results in this paper, we use

a timestep ∆ t = 0.01, a Young’s modulus E = 1.0 · 105, we stop the linear solver

when the preconditioned residual has decreased by a factor of 10−4 and we stop the

Newton iteration when the nonlinear residual has decreased by a factor of 10−6. We

set GMRES to restart every 40 iterations, and have the structural damping parame-

ters α = 0.1,β = 0.01. Simulations begin with zero initial conditions and proceed

10 timesteps, reporting average walltime and nonlinear iteration count per timestep,

and average GMRES iterations per Newton step.

Our fluid-structure interaction simulations can deal with large deformations of

the computational grid without the quality of the mesh degrading and without affect-

ing convergence, and we maintain sufficient spatial resolution to resolve vortices and

other interesting flow features.

The scalability of our algorithm is presented in Table 1. Our method scales well

with respect to number of processors and scales fairly well with respect to prob-

lem size. It is also worth noting the large grid sizes and processor counts that we

have used with success. The growth in GMRES iterations for large processor counts

suggests that the less than perfect speedup could probably be improved by use of a

multilevel preconditioner.

unknowns np GMRES Newton time

64 9.3 5.0 123.44

1.0 ·106 128 13.4 5.0 57.11

256 18.2 5.0 36.41

512 24.0 5.0 22.08

128 17.5 4.8 125.31

256 21.5 4.8 66.11

2.1 ·106 512 29.7 4.8 39.97

1024 35.9 4.8 22.90

2048 40.0 4.8 17.25

128 15.1 4.7 198.34

256 20.1 4.7 100.23

2.6 ·106 512 29.3 4.7 46.50

1024 40.0 4.7 28.11

2048 48.6 4.7 21.10

Table 1. Speedup and scalability. In this table ASM overlap δ = 2, Reynolds number = 132.02,

νs = 0.30
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Our simulation is also robust with respect to physical parameters. In Table 2a,

we show numerical results for various Reynolds numbers. Many blood flow simula-

tions, for example [2], use Reynolds numbers in the range 30–100, but we can exceed

that without much difficulty. As the Poisson ratio νs approaches 1/2 the structure

becomes incompressible and the structure problem becomes more numerically chal-

lenging; our solver is fairly robust also in this respect (results not shown). In some

FSI methods, the case where fluid and structure densities are nearly equal is particu-

larly difficult. Our monolithic coupling avoids this difficulty, see Table 2b.

ρs ρ f GMRES Newton

10−6 10−6 57.8 2.5

10−6 10−3 41.1 3.8

10−6 1.0 7.3 5.6

10−6 10.0 5.8 7.9

1.0 10−6 59.0 2.3

1.0 10−3 40.5 3.7

1.0 1.0 7.5 5.4

1.0 10.0 5.8 7.9

106 10−6 60.4 2.4

106 10−3 64.7 2.3

106 1.0 24.6 4.0

106 10.0 11.0 4.2

unknowns Re GMRES Newton

33.00 12.0 4.8

66.01 12.1 4.8

2.1 ·106 132.02 12.2 4.8

264.03 12.5 4.8

1056.12 12.7 10.0

33.00 12.9 4.7

66.01 13.1 4.7

2.6 ·106 132.02 13.5 4.7

264.03 13.5 4.7

1056.12 13.7 9.9

Table 2. (a) Sensitivity of algorithm to various fluid densities (ρ f ) and solid densities (ρs);

these problems have 6.5 ·105 unknowns and tests are done with 128 processors. (b) Sensitivity

to Reynolds number with 256 processors. In both (a) and (b) ASM overlap δ = 8 and νs = 0.30

7 Conclusion

Accurate modeling of blood flow in compliant arteries is a computational challenge.

In order to meet this challenge, we need not only to model the physics accurately

but also to develop scalable algorithms for parallel computing. In this paper we de-

velop a Newton-Krylov-Schwarz solver that scales well in parallel and is effective

for solving the implicitly coupled fluid-structure interaction problem. Our method is

quite robust with respect to different vessel geometries, Reynolds numbers, Poisson

ratios, densities, spatial mesh sizes and time step sizes.
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Summary. We consider the information transfer between non-matching finite element meshes

arising from domain decomposition. Dealing with complex three-dimensional geometries, es-

pecially in the case of computational mechanics and nonlinear contact problems, one can

usually not achieve a decomposition of the global domain with mere planar interfaces in a

sensible way. Thus, subdomains with warped interfaces emerge which, after an independent

discretization, yield a geometrically non-conforming decomposition with small gaps and over-

laps. In this paper, we employ a mortar approach and develop a method for the assembly of

a discrete coupling operator providing a stable information transfer across such geometrically

distinct warped interfaces.

1 Introduction

The efficient realization of an exchange of discrete information between geomet-

rically non-conforming interfaces in three-dimensional space is of high interest in

many applications. In case a domain is decomposed, even if the real boundaries of

the subdomains coincide, the discrete interior interfaces formed by independently

generated meshes will not. Besides, in computational mechanics often the use of an

a priori decomposition into structural parts with different mechanical properties is

advisable. This specifically holds true for contact problems, where the actual inter-

face is unknown in advance.

In this paper, the discretization of the coupling constraints is done in a weak

sense by a mortar approach [2], proposing the use of an L2-projection between non-

matching meshes to allow for optimal error estimates. Here, motivated by [4, 8, 9],

we develop an efficient method to compute the emerging discrete transfer operator

for meshes on warped interfaces exhibiting gaps and overlaps. The whole extent of

its applicability becomes clear when we use our operator to simulate the transmission

of forces between colliding bodies.
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2 Discrete Information Transfer

Let Γ k, k ∈ {m,s}, be a two-dimensional connected submanifold of R3 with bound-

ary. In applications each of these surfaces naturally appears as a subset of the bound-

ary of a three-dimensional domain Ω k, k ∈ {m,s}. In particular, it is assumed that

all the surface information exchange between the domains Ω m and Ω s takes place

across the segments Γ m and Γ s. For simplicity we do not consider crosspoints of

more than two interfaces.

In order to prescribe matching conditions expressing the mutual information

transfer, we assume a sufficiently smooth, bijective mapping ΦΦΦ : Γ s → Γ m to be

given, which relates the opposite interfaces. Although, in general, such a mapping is

part of the overall solution and not achievable a priori, a reasonable discrete version

reflecting coupling in normal direction can be found by a linearization, which we dis-

cuss later on. Then, for a Sobolev function u = (um,us)∈∏k∈{m,s}H
1
2 (Γ k), emerging

as the respective traces of H1-functions defined on Ω k, k ∈ {m,s}, the transmission

conditions which for second order partial differential equations commonly have to

be realized are

[u] = 0,
∂um

∂nnn
◦ΦΦΦ =

∂us

∂nnn
, a. e. on Γ s. (1)

Here, [u] := us− um ◦ΦΦΦ is the jump of u across the interface Γ := Γ m ∪Γ s and ∂
∂nnn

denotes the appropriate normal derivative on Γ .

The enforcement of discrete constraints corresponding to (1), which we present

now, is motivated by the understanding that, in a very general sense, with non-

matching meshes a pointwise coupling yields indeed a conforming approximation

but does not provide optimal discretization error estimates. So, we employ a mor-

tar approach, see [2], and impose a weak matching condition by the introduction of

suitable Lagrange multipliers on the interface.

Let Tk be a shape regular surface mesh of Γ k, k∈{m,s}, made up of triangles and

quadrilaterals. In applications these meshes are inherited from unstructured volume

meshes of the domains Ω m and Ω s, consisting of tetrahedrons, hexahedrons, pyra-

mids, and prisms. We denote the nodes of Tk by Nk. On both surface meshes, we use

the space of Lagrangian conforming finite elements of first order Xh(Γ
k) and denote

its nodal basis functions as (λ k
p)p∈Nk with λ k

p(q) = δpq, p,q ∈Nk, k ∈ {m,s}. Then,

the unconstrained product finite element space is given as Xh := ∏k∈{m,s}Xh(Γ
k). All

finite element functions will be marked by the subscript h.

We define a discrete multiplier space Mh ⊆ Xh(Γ
s) and fix a basis (ψp)p∈Ns . In

fact, Mh turns out to be an approximation space for the normal derivative on Γ and

has to be chosen compatibly. Because the multiplier space is associated with the mesh

Ts and because the values on Γ m will constrain the values on Γ s, we call entities with

superscript s slave (or non-mortar), whereas entities with superscript m are referred

to as master (or mortar). Then, the well-known weak “zero jump condition” of the

mortar method from [2] is

∫

Γ s
ψh · [uh]daaa = 0 ∀ ψh ∈Mh.
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Inspired by these weak coupling constraints, we use the representations of uh and ψh

in the chosen bases of Xh and Mh, respectively, and define the discrete mortar transfer

operator via its algebraic representation, TTT := DDD−1BBB, with the entries

dpq :=
∫

Γ s
ψpλ s

q daaa, p,q ∈Ns,

bpq :=
∫

Γ s
ψp(λ

m
q ◦ΦΦΦ)daaa, p ∈Ns, q ∈Nm. (2)

The transfer operator TTT maps discrete values on the master side via the multiplier

space Mh to the slave side. More precisely, for vm ∈ Xh(Γ
m) the function TTT vm is

the L2-projection of vm ◦ΦΦΦ onto Xh(Γ
s). Now, two possible algebraic forms of the

discrete matching conditions are

(DDDus
h)p− (BBBum

h )p = 0 or (us
h)p− (TTT um

h )p = 0 ∀ p ∈Ns. (3)

The left variant (3)1 can be used as a constraint in the saddle point formulation of

a coupled problem. The right one (3)2 allows for either the elimination of the de-

grees of freedom on the slave side or the application of a Dirichlet–Neumann type

algorithm as in [4]. Note that the approach is indeed non-conforming, i.e. the weak

coupling constraints (3) do generally not guarantee that the stronger condition (1) is

satisfied.

The constraints involving the mortar transfer operator TTT can easily be adjusted

for the approximation of a variational inequality, e.g., stemming from a free bound-

ary value problem. If DDD is a diagonal matrix with positive entries, which can be

achieved by using dual Lagrange multipliers as in [6, 7] or mass lumping, this results

in ordinary inequality constraints for all p ∈Ns. Naturally, our coupling approach is

not limited to scalar valued problems.

Finally, to prove optimal discretization error estimates for the global approxi-

mation of the considered problem, all discrete function spaces have to be chosen

appropriately. In particular, a uniform inf-sup condition between the finite element

spaces on Ω m and Ω s and the multiplier space Mh needs to hold. Then, a proof can

be carried out following [2] in case of a linear problem and following [7] in case of

a free boundary value problem.

3 The Discrete Coupling Operator

Even in the case of matching interfaces (but possibly non-matching meshes) the as-

sembly of the master-slave coupling is intricate because intersections of arbitrary

element faces have to be computed. But dealing with geometrically non-conforming

decompositions exhibiting gaps and overlaps between warped interfaces, we are

obliged to meet further challenges, since the unknown mapping ΦΦΦ directly enters

the definition of the transfer operator in (2). A first idea for the handling of this

more sophisticated case by projecting the meshes of the opposite interfaces onto an

explicitly given two-dimensional submanifold of R3 can be found in [4]. In [9] the
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interfaces are projected onto a plane varying with the slave side, instead. Then, the

coupling terms are computed by numerical integration on intersections of projected

faces in this plane. A further possibility is the automatic construction of an approxi-

mate identifying mapping ΦΦΦh as in [8].

Here, we derive an algorithm, which assembles the discrete coupling operator

from local information exclusively. We compute triangulated intersections of two

respective faces in a locally adjusted projection plane but, unlike before, carry out

the quadrature on the possibly warped slave side Γ s directly. Going beyond [9],

we give a sound derivation of our element-based approach, which does not use any

parametrizations of the two-dimensional faces and is also suitable for isoparametric

elements.

Let Fm and Fs be the sets of master and slave faces, respectively. Only to

ease the derivation of the algorithm, we assume a bounded set U ⊂ R2 and global

parametrizations ϕϕϕk : U → Γ k of Γ k, k ∈ {m,s}, to be given so that ΦΦΦ = ϕϕϕm ◦ϕϕϕ−1
s .

This means that points on the interfaces which have the same preimages in the param-

eter domain U are identified. We point out that the parametrizations will shortly be

replaced by suitable discrete and local versions, which are immediately computable

from the geometric information already available in finite element programs.

In the following, we denote the three-dimensional element belonging to the face

Fk from the mesh Tk by Ek. We generically denote the respective reference element

of Em and Es by Ê. The coordinate transformation from Ê to Ek is called GGG
Ê→Ek and

the affine transformation between two triangles T1 and T2 is GGGT1→T2
.

Ê

Fm

Fs

ϕϕϕs ϕϕϕm

T

GGG
Ê→Em

GGG
Ê→Es

GGG
T̂ m→T

GGG
T̂ s→T

T m

T s

T̂ m

T̂ s

⊂ R2

Fig. 1. Derivation of the assembly algorithm for the discrete coupling operator.

We use the decompositions of Γ m and Γ s induced by the meshes Tm and Ts and

observe the fact that the set {ΦΦΦ−1(Fm)| Fm ∈ Fm} is a partition of the slave side Γ s.

In particular, for each slave face Fs ∈ Fs we have ∪Fm∈Fm

(
Fs∩ (ϕϕϕs ◦ϕϕϕ−1

m )(Fm)
)

=
Fs. Then, integrating by substitution, we write formally,



Weak Information Transfer between Non-Matching Warped Interfaces 287

bpq = ∑
Fs∈Fs

Fm∈Fm

(∫

Fs∩(ϕϕϕs◦ϕϕϕ−1
m )(Fm)

ψp · (λ m
q ◦ϕϕϕm ◦ϕϕϕ−1

s )daaa

)

= ∑
Fs∈Fs

Fm∈Fm

(∫

ϕϕϕ−1
s (Fs)∩ϕϕϕ−1

m (Fm)
(ψp ◦ϕϕϕs) · (λ m

q ◦ϕϕϕm) · |det∇∇∇ϕϕϕs|daaa

)
.

We now assume that each intersection ϕϕϕ−1
s (Fs)∩ ϕϕϕ−1

m (Fm) ⊂ R2 can be divided

into finitely many triangles, and for each triangle T we denote the corresponding

triangles on the interfaces by T k := ϕϕϕk(T ), k ∈ {m,s}, see Fig. 1 in case Em and Es

are hexahedrons. Then, we transfer the triangles to the reference element with the

inverses of the three-dimensional transformations, namely T̂ k := GGG−1

Ê→Ek
(T k). Now

the two-dimensional affine transformations GGG
T̂ k→T

from these triangles T̂ k to the

triangle T can easily be computed. Hence, we have ϕϕϕk|T ≡ GGG
Ê→Ek ◦GGG−1

T̂ k→T
and are

in a position to continue the above formal calculation for the contribution of each

triangle T separately,

∫

T
(ψp ◦ϕϕϕs) · (λ m

q ◦ϕϕϕm) · |det∇∇∇ϕϕϕs|daaa =

|det∇∇∇GGG−1

T̂ s→T
|
∫

T
(ψ̂p ◦GGG−1

T̂ s→T
) · (λ̂q ◦GGG−1

T̂ m→T
) · |det∇∇∇GGG

Ê→Es(GGG
−1

T̂ s→T
)|daaa. (4)

At this we use the representations via the shape functions on the reference element,

ψp ◦GGG
Ê→Es = ψ̂p and λ m

q ◦GGG
Ê→Em = λ̂q. By abuse of notation ∇∇∇GGG

Ê→Es stands for

its restriction to the corresponding faces in the domain Ê and the codomain Es, re-

spectively. Thus, the exclusive use of the three-dimensional finite element transfoma-

tions supersedes the additional introduction of two-dimensional parametrizations of

warped faces. Besides, we note that |det∇∇∇GGG−1

T̂ s→T
|= |T̂ s|

|T | is constant because GGG
T̂ s→T

is an affine mapping.

These considerations lead to the understanding that the entries bpq of the cou-

pling matrix BBB can be computed as a sum of integrals of the form (4) over triangles.

This requires that suitable approximations of the parametrizations ϕϕϕk are known. In

fact there is no need to establish any parametrizations explicitly. We only have to

replace all triangles T , T m, and T s by approximating ones to allow for the evaluation

of the right hand side of (4). For this purpose, we introduce the following algorithm.

Firstly, the intersections and their triangulations are computed in a projection plane

locally adjusted to the slave side. Secondly, the triangles T m and T s on the respec-

tive interfaces Γ m and Γ s are created by an inverse projection. Then, an appropriate

quadrature formula can be applied on the respective reference elements directly.

Algorithm

(A1) Build an octree data structure to determine which master and slave faces are

“close” to each other.

(A2) Loop over all slave faces Fs ∈ Fs.



288 Thomas Dickopf and Rolf Krause

(B1) Loop over all master faces Fm ∈ Fm.

(C1) Only continue if Fm is “close” to Fs.

(C2) Apply a Householder reflection H so that H(nnns) = eee3, where nnns is

a suitably chosen outer normal of the current slave face.

(C3) Compute F̃k as the convex hull of the corners of Fk projected onto

the eee1eee2-plane, k ∈ {m,s}.
(C4) Compute the intersection F̃m∩ F̃s and a triangulation ∪Ti.

(C5) Loop over all triangles Ti.

(D1) Perform an inverse projection of the corners of Ti to get cor-

responding triangles T m
i and T s

i on the original faces Fm and

Fs, respectively.

(D2) Use the transformation GGG−1

Ê→Ek
to compute the triangle T̂ k

i on

the reference element, k ∈ {m,s}.
(D3) Use a two-dimensional quadrature formula to create weights

ωl and integration points xxxm
l and xxxs

l on the triangles T̂ m
i and

T̂ s
i , respectively.

(D4) Set ω ′l := ωl |det∇∇∇GGG
Ê→Es(xxx

s
l )| |T̂ s

i |.
(D5) Add the contribution of triangle Ti,

bpq 7→ bpq +∑
l

ω ′l ψ̂p(xxx
s
l )λ̂q(xxx

m
l ), p ∈Ns, q ∈Nm,

dpq 7→ dpq +∑
l

ω ′l ψ̂p(xxx
s
l )λ̂q(xxx

s
l ), p,q ∈Ns.

(C6) End of loop over triangles Ti.

(B2) End of loop over master faces Fm.

(A3) End of loop over slave faces Fs.

The one-time creation of the octree in step (A1), which is of complexity O(|N| ·
log(|N|)), guarantees that the remaining steps of the algorithm have optimal com-

plexity O(|Ns|). For the efficient computation of the intersection F̃m∩ F̃s and a De-

launay triangulation in step (C4) we use the quickhull algorithm QHULL [1]. The

additionally needed input, a point which is a priori known to lie within the intersec-

tion, is computed by a modified simplex algorithm particularly detecting whether an

intersection is empty.

We carry out an extensive analysis of our method in context of the numerical

simulation of multi-body contact problems in [3]. In particular, we show that our

algorithm can be interpreted as an a priori approximation ΦΦΦh of the actual (contact)

mapping by a composition of local projections and inverse projections. Although,

there, ΦΦΦh is piecewisely defined and possibly discontinuous at the edges of the slave

faces, those considerations close the gap to [8].

Regarding the algorithm as an elaborate construction of an approximate map-

ping ΦΦΦh and subsequent numerical integration in step (D5), we note that the integral

is not necessarily evaluated exactly since, in general, the integrand is not a polyno-

mial. An analysis of the additional consistency error due to inexact constraints has
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not been achieved yet. But a similar problem arises for the mortar method in case of

geometrically matching interfaces if a quadrature rule is used only based on either

Tm or Ts, see [5] and the references therein.

4 Numerical Results

Fig. 2. Cut through deformed body with u1 and u3; normal stresses and one tangential stress

component at the non-matching warped interfaces (from left to right).

Our numerical studies, not all presented here, show that the coupling by means

of the developed discrete mortar transfer operator results in a discretization with op-

timal convergence for diverse problem classes and performs very well in various

geometrical situations. Here, we consider two vector valued examples from compu-

tational mechanics assuming linear elastic material behavior. We are not concerned

with complex overall geometries but rather focus on the information transfer across

complicated interfaces.

The first example virtually reflects the ideal case where two bodies have to be

glued at interfaces coinciding in the continuous setting. In case dual multipliers on

warped interior interfaces are used and Ts is considerably coarser than Tm, the au-

thors in [6] observe artificial oscillations of the deformations as well as the stresses.

In contrast, even if hs/hm ≈ 8/1, our method yields a smooth solution and does not

require any stabilization of the dual multipliers, see Fig. 2. Moreover, one can see

that the occurring interface stresses are very well resolved although there are only 81

nodes on the slave side.

As second example we present the numerical solution of a variational inequality

arising from a contact problem. Figure 3 shows two separate bodies with bulging

interfaces being pressed by non-symmetric Dirichlet boundary conditions at the

top and the bottom. Here, for the coupling of the entirely independent hexahedral

meshes, which only happens in normal direction, we use standard nodal multipliers

and lumping of the matrix DDD. Finally, we note that the computed discrete contact

stresses are quite smooth despite the large variations in the local shape of the collid-

ing interfaces.
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Fig. 3. Initial geometry with bulges (left); different cuts through deformed bodies with von

Mises stresses (center); normal stresses at contact boundary (right).
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1 Introduction and Motivation

In this paper, we present a parallel computational framework for the completely auto-

mated design of a Vertical Axis Fluid Turbine (VAFT) . Simulation, Optimum design,

Fabrication and Testing (SOFT) of the VAFT is integrated into a hardware/software

environment that can fit into a small office space.

The components of the four steps design loop are as follows

1. Simulation: We use a parallel CFD algorithm to run a direct simulation of the

fluid structure interaction problem. We derive from that computation the torque

and the average rotation speed for a given friction coefficient on the rotor shaft

and an average flow speed. Our objective is to get the most power out of the

windmill, consequently the highest rotation speed possible.

2. Optimization: We optimize the shape of the blade section with a genetic algo-

rithm and/or a surface response. The evaluation of the objective function (av-

erage rotation speed) corresponds to the direct simulation of the Navier Stokes

flow interacting with the rotating turbine, until reaching a stationary regime. Be-

cause this simulation is compute-intensive, we distribute the evaluation of the

objective function for the different shapes (gene or parameter combinations) on

a network of computers using an embarrassingly parallel algorithm.

3. Fabrication: The optimization procedure results in a supposedly optimum shape

in the chosen design space. This shape is sent to a 3-D printer that fabricates the

real turbine. This turbine is set up such that it can be easily mounted on a standard

base equipped with an electric alternator/generator.

4. Testing: The windmill is tested in a mini wind tunnel. The electric output is

measured and a video camera can directly monitor the windmill rotation through

the transparent wall of the wind tunnel. This information can be analyzed by the

computer system and comparison with the simulation is assessed. Figure 1 gives

a graphical overview of the SOFT concept.

This four-steps loop can be repeated as many times as needed. Eventually, arti-

ficial intelligence tools such as Bayesian networks can be added to close the design
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loop efficiently. This component would decide when to test other classes of design

characterized by the number of blades, the number of stages in the turbine, the use

of baffles to channel the flow etc.; see Fig. 2

Fig. 1. SOFT concept Fig. 2. Collection of VAFT Shapes

Fig. 3. Design of the turbine

We will concentrate here on two dimen-

sional computation with a simplified two scoop

blade that is symmetric with respect to its shaft

as in Fig. 3.

We have chosen to optimize the VAFT in

low speed flow condition, with Reynolds num-

ber in the range (100–2000). We do not need a

priori to deal with complex turbulent flow nei-

ther stability issues in the fluid structure interac-

tion. One of the possible applications is to power

remote sensors with VAFT when other energy

sources are more difficult to manage. We are

also interested in low Reynolds number flows

that are characteristic of micro air vehicle [8].

This project has some obvious pedagogic

components that can motivate undergraduate

students to do science! However, in reality, a critical step in the process is obviously

the CFD method to test the VAFT performance: the numerical simulator should be

robust, extremely fast but accurate enough to discriminate bad design from good

design. We will discuss an immersed boundary method and domain decomposition

solver that we have tentatively developed to satisfy this ambitious program. We first

describe the incompressible Navier Stokes Solver.
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2 Flow Solver

We use the penalty method introduced by Caltagirone and his co-workers [3] that

is simpler to implement than our previous boundary fitted methods [4] and applies

naturally to flow in a domain with moving walls [7].

The flow of incompressible fluid in a rectangular domain Ω = (0,Lx)× (0,Ly)
with prescribed values of the velocity on ∂Ω obeys the NS equations:

∂tU +(U ·∇)U +∇p−ν∇ · (∇U) = f in Ω

div(U) = 0 in Ω

U = g on ∂Ω .

We denote by U(x,y, t) the velocity with components (u1,u2) and by p(x,y, t) the

normalized pressure of the fluid. ν is a kinematic viscosity.

With an immersed boundary approach the domain Ω is decomposed into a fluid

subdomain Ω f and a moving rigid body subdomain corresponding to the blade Ωb.
In the L2 penalty method the right hand side f is a forcing term that contains a mask

function ΛΩb

ΛΩb
(x,y) = 1 if (x,y) ∈Ωb,

0 elsewhere,

and is defined as

f =− 1

η
ΛΩb
{U−Ub(t)}. (1)

Ub is the velocity of the moving blade and η is a small positive parameter that tends

to 0.

A formal asymptotic analysis helps us to understand how the penalty method

matches the no slip boundary condition on the interface S
f
b = Ω̄ f

⋂
Ω̄b as η→ 0. Let

us define the following expansion:

U = U0 +η U1, p = p0 +η p1.

Formally we obtained at leading order,

1

η
ΛΩb
{U0−Ub(t)}= 0,

that is

U0 = Ub for (x,y) ∈Ωb.

The leading order terms U0 and p0 in the fluid domain Ω f satisfy the standard set of

NS equations:

∂tU0 +(U0 ·∇)U0 +∇p0−ν∇ · (∇U0) = 0 in Ω f

div(U0) = 0 in Ω .
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At next order we have in Ωb,

∇p0 +U1 +Qb = 0, (2)

where

Qb = ∂tUb +(Ub ·∇)Ub−ν∇ · (∇Ub).

Further the wall motion Ub must be divergence free which is the case for a rigid

body. In conclusion, the flow evolution is dominated by the NS equations in the flow

domain, and by the Darcy law with very small permeability inside the rotor.

In this framework, the efficiency of the NS code relies essentially on the design

of robust and efficient parallel solvers for linear operators of the following two types

−ε∆ +δu ·∇+ Id and −∆ .

To be more specific, time stepping uses a multi-step projection scheme. Space dis-

cretization is done with a staggered grid. The convection is processed with the

method of characteristic. Since the penalty term is linear it is trivial to make that

term implicit in time stepping. Finally we use a combination of Aitken-Schwarz as

the domain decomposition solver with block LU decomposition per subdomain. We

refer to [5] for an extensive report on the performance of that parallel solver on mul-

tiple computer architecture and a comparison with other solvers such as multigrid or

Krylov methods. We are going now to describe a key aspect that is the Fluid Structure

Interaction (FSI) approach we have followed here.

3 FSI

First let us discuss the computation of the torque. The main difficulty with the penalty

method is that the flow field is not differentiable at the fluid structure interface. The

computation of the drag forces exerted on the blade cannot be done directly with the

standard formula

F =
∫

∂Ωb

σ(U, p)n dγ,

where σ(U, p) = 1
2
ν(∇U +(∇U)t)− p I.

Using the observation of [2], we can compute this force with an integral on the

gradient of pressure inside the blade:

F = lim
η→0

∫

Ωb

∇p dx,

which ends up with the simple formula using the momentum equation:

F = lim
η→0

−1

η

∫

Ωb

U−Ub dx. (3)

The computation of the torque is done by summing up the contribution of (3) to

the torque, cell-wise and inside the blade. We take into account only the interior cells
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to avoid the singularity at the wall and leave out from the calculation all the cells that

intersect the boundary of the blade ∂Ωb. The verification on the computational effi-

ciency of this technic has been done with static torque calculation. We checked that

when the penalty parameter goes to zero, η→ 0, the numerical error is rapidly dom-

inated by the grid accuracy. As h→ 0, we observe first order convergence. Finally

we did compare our torque computation with Adina’s computation. Adina is a com-

mercial finite element code that uses an arbitrary Lagrangian-Eulerian formulation

with displacements compatibility and traction equilibrium at the blade interface.

We did some fine mesh calculation with Adina of the static toque, i.e for fixed

orientation of the blade, and use that numerical solution as reference. We found that

it was easy to maintain a 10% accuracy compare to the reference solution computed

with Adina with moderated grid size and Reynolds number of order a few hundreds,

provided that the tip of the blade had a thickness of at least 3 to 4 mesh points.

Let us discuss now the FSI algorithm based on this torque calculation. It is classic

to apply the second Newton law and advance the rotor accordingly: we alternate

then the flow solver and solid rotation. Unfortunately, while the penalty method is

very robust, this solution is ill-conditioned, due to the stiffness of the coupling and

sensitivity to the noisy calculation of the Torque. As a matter of fact, we can expect

small high frequency oscillation in time of the torque calculation with rotating blades

as Cartesian cell enter/leaves the domain of computation Ωb.
“Thinking parallel” leads to a completely different new solution to solve this

FSI. Based on extensive FSI simulations with Adina of various blade designs, we

have observed that the velocity of the rotor can be represented accurately with few

Fourier modes:
∂Φ

∂ t
= Φ0 +Φ1 sin(Θ)+Φ2 cos(Θ)+ · · · .

Fig. 4. Comparison of various Blades at different

Reynolds number

Figure 4 gives a representative

example of such an Adina calcula-

tion of the rotating velocity speed

of the blade. Since we are inter-

ested in comparing design to take

decision, it does not take a lot of

accuracy to compare blade perfor-

mances [6].

Our solution is then to apply a

forcing speed to the blade and com-

pute the torque exerted on the rotor.

We first generate a surface response

that approximates the torque with

a family of a few coefficient in the

Fourier expansion. The idea is sec-

ond to optimize the periodic rotat-

ing speed ∂Φ
∂ t

function on the sur-

face response that satisfies at best

the second Newton law:
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min
(ϕ0,ϕ1,ϕ2,···)

∥∥∥I
∂ 2Φ

∂ t2
−T

∥∥∥
(0,P)

. (4)

Solving this minimization problem requires a regularization. We can indeed post-

process the noisy results of the torque calculation with various angular speed ob-

tained with the penalty method and modest grid size; see Fig. 5. Figure 6 is the result

of Fourier filtering on the data of Fig. 5 with a second order filter. This regulariza-

tion makes the minimization of (4) easy to process and robust with respect to noisy

torque calculation. More importantly once the surface response for T (ϕ0,ϕ1,ϕ2, . . .)
is generated, we can solve the optimum design with different load on the wind mill,

by changing our objective function (4) only.

Fig. 5. Non-filtered torque (Reynolds = 250) Fig. 6. Filtered torque (Reynolds = 250)

We shall now discuss the potential of this method for parallel processing.

4 Parallel Computing Scenario and Conclusion

In the short history of parallel computing, the tendency has been to solve larger and

larger problems to get performance rather than reducing the exectution time for fixed

(modest) size problems. The second is needed in optimum design while the first is for

grand challenge problems only. Nowadays computers have hundreds of processors,

and most standard algorithms with modest grid size problems cannot take advantage

of this potential. The Sicortex system for example offers a very cost effective 72

cores parallel system in a standard desktop PC box format, that uses 200 Watts only.

This sounds as a good motivation to come up with algorithms for small problem such

as the two dimension NS FSI problem considered in this paper and which can take

advantage of such a resource.

We observe that sampling the space for low order speed approximation (4) gen-

erates O(100) independent tasks with embarrassing parallelism. Comparing design

between various blade shapes can be done either by surface response and/or stochas-

tic algorithms such as genetic algorithm or alternatively particle swarm algorithm.

This adds a second level of large scale parallelism. We speculate that this approach

that relies heavily on the robustness of the (parallel) domain decomposition CFD

solver can run with volunteer computing effort such as offered by BOINC [1].
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To conclude this paper, we have presented the SOFT concept to design VAFT

automatically and a domain decomposition algorithm that can be a robust numerical

engine for the FSI simulation of the VAFT. We found in our recent experience that

this project had a positive impact to motivate our students in science and possibly

improve our student enrollment. It is somewhat fascinating to our students to build

real turbine with a numerical algorithm. We are currently running simulations to test

the limits of our FSI/Immersed Boundary approach with Reynolds numbers much

larger than in the present paper. This is, indeed, a very critical issue for the applica-

bility of our method. However we believe that in principle one can reuse any existing

NS codes into our FSI and optimization design framework to tackle larger windmill

designs, that have to run in the turbulent boundary atmospheric layer where urban

VAFTs should operate.
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1 Introduction

In many applications one needs to solve a discrete system of linear equations with a

symmetric block matrix

M

(
u

p

)
≡
(

A BT

B 0

)(
u

p

)
=

(
f

g,

)
(1)

where the block A = AT is not necessarily positive definite and may even be singular.

Such situation occurs, for example, after suitable finite element discretization of the

generalized Stokes problem, cf. [5],

−∆u−ω u+∇p = f , (2)

div u = 0, (3)

when for large enough ω one cannot preserve the ellipticity of −∆ −ω . Another

example is the time-harmonic Maxwell equation, see [7],

∇×∇×u−ω u+∇p = f , (4)

div u = 0, (5)

where large enough ω again results in an indefinite A. Although the whole system

matrix (1) remains invertible when ω = 0, the matrix A which then corresponds to

the discrete curl-curl operator, has a large kernel.

In these examples, the discrete problem matrix (1) is ill conditioned with respect

to the mesh parameter h. Our aim in this paper is to analyze block preconditioners

for such systems, for which the preconditioned conjugate residuals (PCR) method,

see [8], converges independently of h.

Block preconditioning allows for an efficient reuse of existing methods of pre-

conditioning problems of simpler structure, such as symmetric positive definite sys-

tems. Actually, block diagonal or triangular preconditioners decompose in a natural
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way the large system (1) into several smaller and simpler problems. Since domain de-

composition based preconditioners are very well developed for symmetric and pos-

itive definite problems, and high quality software, such as PETSc, see [1] contains

implementations of very robust methods, the use of block preconditioners may be a

reasonable solution method instead of more involved methods.

We present an analysis of some block preconditioning algorithms within a gen-

eral framework, essentially assuming only that equation (1) is well posed and that

M is symmetric. Our analysis is valid for inexact block solvers and shows that a

successful preconditioner can be based on preconditioners for symmetric positive

definite sub-problems. Let us note that probably the first observation that (diago-

nal) preconditioners based on positive definite blocks are applicable even in the case

when A is not necessarily positive definite, was made in [9]. Here we generalize this

observation to various kinds of block preconditioners.

2 General Assumptions

Let V̄ ,W̄ be real Hilbert spaces with scalar products denoted by ((·, ·)) and (·, ·),
respectively. The norms in these spaces, induced by the inner products, will be de-

noted by ‖ · ‖ and | · |. We consider a family of finite dimensional subspaces indexed

by the parameter h ∈ (0,1): Vh ⊂ V̄ , Wh ⊂ W̄ . If Vh,Wh come from finite element

approximations, the dimension of these subspaces increases for decreasing h.

Following [4], let us introduce three continuous bilinear forms: a : V̄ × V̄ → R,

b : V̄ ×W̄ → R, c : W̄ ×W̄ → R. We assume that a(·, ·) is symmetric and there exists

a constant α , independent of h, such that

∃α > 0 ∀h ∈ (0,1) inf
v∈V 0

h
,v 6=0

sup
u∈V 0

h
,u 6=0

a(u,v)

‖u‖‖v‖ ≥ α, (6)

where V 0
h = {v ∈ Vh : ∀q ∈Wh b(v,q) = 0}. We shall also assume that the finite

dimensional spaces Vh and Wh satisfy the uniform LBB condition,

∃β > 0 ∀h ∈ (0,1) ∀p ∈Wh sup
v∈Vh,v 6=0

b(v, p)

‖v‖ ≥ β |p|. (7)

Remark 1. Condition (6), when related to our motivating problems, generalized

Stokes (2)–(3) or time-harmonic Maxwell equations (4)–(5), imposes some condi-

tions on the values of ω , e.g., in the latter case,
√

ω has to be distinct from any

Maxwell eigenvalue of the discrete problem.

From now on, we drop the subscript h to simplify the notation. In what follows

we consider preconditioners for a family of finite dimensional problems:

Problem 1. Find (u, p) ∈V ×W such that

M

(
u

p

)
≡
(

A B∗

B 0

)(
u

p

)
=

(
F

G

)
. (8)
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The operators in (8) are defined by:

A : V →V, ((Au,v)) = a(u,v) ∀u,v ∈V,

B : V → W, (Bu, p) = b(u, p) ∀u ∈V, p ∈W,

while the right hand side components F ∈ V , G ∈W satisfy ((F,v)) ≡ 〈〈 f ,v〉〉 and

(G,w) ≡ 〈g,w〉, where f ,g are given linear continuous functionals on V̄ , W̄ , and

〈〈·, ·〉〉, 〈·, ·〉 denote the duality pairing in V̄ , W̄ , respectively. B∗ denotes the formal

adjoint operator to B, i.e. (Bu, p) = ((u,B∗p)) for all u ∈V , p ∈W . Let us recall the

key theorem which we shall use throughout the paper. This is the classical result on

the stability of (8):

Lemma 1. [4] Under the above assumptions, there exits a unique pair (u, p)∈V×W

which solves (8). Moreover,

‖u‖+ |p|. ‖F‖+ |G|. (9)

Here, and it what follows, x . y means that there exists a positive constant C,

independent of x, y and h, such that x ≤ C y. Similarly, x ≃ y will denote that both

x . y and y . x hold.

We introduce two more operators, A0 : V → V and J0 : W → W . We assume

that they are self-adjoint, their inverses are easy to apply, and that they define inner

products spectrally equivalent to ((·, ·)) and (·, ·), respectively:

((A0u,u))≃ ((u,u)) ∀u ∈V, (10)

(J0 p, p)≃ (p, p) ∀p ∈W. (11)

In other words, we shall always assume that A0 and J0 define good precondition-

ers for the Grammian matrices for the chosen bases in V and W , respectively. For

example, the A0 preconditioner may be constructed using very efficient domain de-

composition or multigrid techniques; for J0, in some cases such as the generalized

Stokes problem, one can also apply a very cheap diagonal scaling instead of domain

decomposition.

With any X-elliptic, selfadjoint operator G we may associate an energy norm of

x∈X , ‖ f‖G = ((G f , f ))1/2. From (10)–(11) it directly follows that the energy norms

defined by A0, J0 and their inverses are equivalent, with constants independent of h,

to the original norms in appropriate spaces:

Lemma 2. For any f ∈V and g ∈W,

‖ f‖A0
≃ ‖ f‖ ≃ ‖ f‖

A−1
0

, (12)

|g|J0
≃ |g| ≃ |g|

J−1
0

. (13)

Lemma 3. The norms of A, B, A0, J0, M in appropriate spaces are bounded inde-

pendently of h,

‖A‖V→V , ‖B‖V→W , ‖A0‖V→V , ‖J0‖W→W , ‖M‖V×W→V×W . 1.

Moreover,

‖A−1
0 ‖V→V , ‖J−1

0 ‖W→W , ‖M−1‖V×W→V×W . 1.
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In the rest of the paper, we shall analyze preconditioners for the Preconditioned

Conjugate Residual method (PCR), which is known to be applicable to indefinite

symmetric systems, provided the preconditioner is a symmetric, positive definite op-

erator. Other methods may also be applicable, such as QMR, BiCGStab, GMRES,

etc. When applied to M with a preconditioner P, its convergence rate, according to

[8], depends on the quantity κ(P−1M) = ρ(P−1M)ρ(M−1P), where ρ denotes the

spectral radius of a matrix.

3 Block Diagonal Preconditioner

In the section, we recall a result regarding the block diagonal preconditioner,

MD =

(
A0 0

0 J0

)
.

This preconditioner has been thoroughly analyzed for symmetric saddle point prob-

lems, assuming either V -ellipticity, see [11], or only V 0-ellipticity of A, see e.g. [9,

Sec. 3.2]. These results directly apply to the more general case, when A only satisfies

(6). Actually, the only non-trivial property of M which is required in the proof is the

stability result of Lemma 1.

Lemma 4 ([9]). The preconditioned operator PD = M−1
D M satisfies

κ(PD) . 1.

4 Block Upper Triangular Preconditioner

Another preconditioner for the operator M is based on a block upper triangular ma-

trix

MU =

(
A0 B∗

0 J0

)
. (14)

The preconditioned operator PU = M−1
U M is equal to

PU =

(
A0

J0

)−1 (
A−B∗J−1

0 B B∗

B 0

)
, (15)

so the triangular preconditioner acts as the diagonal preconditioner MD applied to an

augmented matrix

M̃U =

(
A−B∗J−1

0 B B∗

B 0

)
.

Remark 2. Usually, block systems (1) are augmented by adding a non-negative ma-

trix to A, see e.g. [2] or [6]. Klawonn’s preconditioner also results in a positively

augmented matrix, cf. [10]. Here, we end up with a negatively augmented matrix,

that is, we subtract a non-negative definite matrix from A. Numerical results pro-

vided in the final section, as well as some theoretical considerations, indicate that

this approach improves the overall convergence of the iterative solver.
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Due to the decomposition (15), it is still possible to use a PCR method to solve the

preconditioned problem. The analysis of the upper triangular preconditioner reduces

to the previous case of block diagonal preconditioning.

Lemma 5. Lemma 3 holds for the augmented matrix M̃U .

Applying the estimates from the block-diagonal case and using this lemma, we con-

clude that

Theorem 1. κ(PU ) . 1.

5 Lower Block Triangular Preconditioner

It is also possible, with some additional assumptions, to analyze, in the same frame-

work, the lower triangular block preconditioner

ML =

(
A0 0

B J0

)
. (16)

The preconditioned operator PL = M−1
L M then equals

PL =

(
A0−A

J0

)−1 (
A−AA−1

0 A (A0−A)A−1
0 B∗

BA−1
0 (A0−A) −BA−1

0 B∗

)
. (17)

so the upper triangular preconditioner acts as a diagonal preconditioner

MDL =

(
A0−A

J0

)

applied to some symmetric matrix

M̃L =

(
A−AA−1

0 A (A0−A)A−1
0 B∗

BA−1
0 (A0−A) −BA−1

0 B∗

)
.

See [3] for an analysis of the case when A is positive definite. In order to use the

PCR framework, which requires the preconditioner to be positive definite, we have

to assume some scaling of A0; see [3].

Theorem 2. If there exists a constant m > 0, independent of h, such that

(((A0−A)u,u)) > m((u,u)) ∀u ∈V, (18)

then

κ(PL) . 1.
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6 Numerical Experiments

The numerical experiments were performed using a MATLAB implementation of

a Taylor-Hood finite element discretization of the generalized Stokes problem (2)–

(3) on a unit square, with homogeneous boundary condition for the velocity. The

discretization resulted in a matrix A = D−ωM, where D is the discrete Laplacian

and M corresponds to the velocity mass matrix. We conducted two kinds of tests.

First, we experimented with A0 = D + M and J0 = M (the pressure mass matrix),

calling this preconditioner as the “exact” preconditioner. Then, in order to show a

more realistic application, we used “inexact” preconditioners with A−1
0 defined as

the incomplete Cholesky solve of D+M, with drop tolerance 10−3.

In both cases, we investigated the convergence rate of the block diagonal, upper

triangular and lower triangular preconditioners discussed above, for several values of

ω and varying mesh size h. The stopping criterion was the reduction of the residual

norm by a factor of 106. To provide sufficient scaling for the A0 block in the lower

triangular preconditioner, we have set A0 = 2D + M in ML in the “exact” case. For

comparison with the upper triangular solver, we also included a diagonally precon-

ditioned positively augmented system, see Remark 2,

Paug = P−1
D ·
(

A+BT J−1
0 B BT

B 0

)
.
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Fig. 1. A comparison of convergence histories of the PCR using four preconditioners for

discretized generalized Stokes problem with ω = 10. Exact A0 solver (see details in the text).
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Table 1. Iteration counts for various parameters and preconditioners; left panel: “exact” case,

right panel: “inexact” case.

ω h PD PU Paug PL PD PU Paug PL

10 1/4 39 32 39 33 56 44 57 47

10 1/64 45 38 50 43 116 113 130 101

100 1/4 73 66 86 84 103 92 126 109

100 1/64 133 114 150 135 144 128 171 119

As expected, good preconditioners such as those used in the “exact” case, led to

iteration counts virtually independent of h. On the other hand, the number of itera-

tions seems to grow sublinearly with the increase of ω , cf. Table 1.

7 Conclusions

Block preconditioning using optimal preconditioners for simple symmetric positive

definite operators leads to optimal results with respect to the mesh size h under

very mild assumptions on the A block in (1). There is a connection between the

(left-) upper triangular preconditioning and the augmented Lagrangian method, with

a prospective advantage of the former over the latter.

A general drawback of these preconditioners is that, in some situations, for ex-

ample, when A = D−ω M with both D and M positive semidefinite (the case of

time-harmonic Maxwell’s equations), our bounds also depend on ω . Clearly, in such

a case, if ω is very large, one should rather, instead of A, treat M as the dominant

term in this block. How to choose the inexact preconditioning blocks in a robust way

so that the block preconditioners would perform well independently of ω remains an

open problem.
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Summary. In this paper, we consider a new approach to estimation from below of the lowest

eigenvalues of symmetric positive definite elliptic operators. The approach is based on the

overlapping domain decomposition procedure and on the replacement of subdomain operators

by special low rank perturbed scalar operators. The algorithm is illustrated by applications to

model problems with mixed boundary conditions and strongly discontinuous coefficients.

1 Introduction

In this paper, we propose a new approach for estimations from below of the lowest

eigenvalues of a symmetric elliptic operator

L =−
d

∑
i, j=1

∂

∂xi

ai j
∂

∂x j

+ c. (1)

Here, a = (ai j) is a symmetric uniformly positive definite d×d matrix with piecewise

smooth bounded entries ai j, i, j = 1, d, c is a nonnegative piecewise smooth bounded

function, and d = 2,3. Without loss of generality, we assume that the matrix a = a(x)
and the coefficient c = c(x), x ∈ Rd are piecewise constant.

We consider the eigenvalue problem

Lw = λw (2)

in a bounded domain Ω ⊂ Rd with the boundary ∂Ω subject to the boundary condi-

tions

w = 0 on ΓD,

u ·n−σw = 0 on ΓR,
(3)

where u =−a∇w is the flux vector-function, ΓD = Γ D is a Dirichlet part of ∂Ω , ΓR is

a Robin part of ∂Ω , σ = σ(x), x ∈ ΓR, is a nonnegative piecewise constant function,
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and n is the outward unit normal to ΓR. In the case σ ≡ 0 the Robin boundary condi-

tion becomes the Neumann boundary condition. We assume that ΓD∪Γ R = ∂Ω . For

the sake of simplicity, we assume that Ω is either a polygon (d = 2), or a polyhedron

(d = 3).

It is well known that all the eigenvalues λ in (2), (3) are real, nonnegative, and

the lowest eigenvalue λ1 is the solution of the minimization problem

λ1 = inf
v∈V,||v||2=1

Φ(v). (4)

Here,

Φ(v) =
∫

Ω

[ d

∑
i, j=1

ai j
∂v

∂xi

∂v

∂x j

+ cv2
]

dx+
∫

ΓR

σv2 ds. (5)

and

V = {v : v ∈ H1, v = 0 on ΓD}, (6)

where H1 ≡ H1(Ω) is the Sobolev space and ‖v‖2 is the L2(Ω) norm of v.

In the only case σ ≡ 0 on ΓR, Γ R = ∂Ω , and c≡ 0 in Ω (the Neumann problem)

the minimal eigenvalue λ1 is equal to zero. Otherwise, λ1 is positive. In any case, λ1

is a single eigenvalue, and an eigenfunction w1 = w1(x) does not change its sign in

Ω (for instance, w1(x) > 0 for all x ∈Ω ). For the Neumann problem, we denote the

minimal nonzero eigenvalue by λ2. This eigenvalue may be multiple.

Estimations from above for the minimal (or the minimal nonzero) eigenvalue

in (2), (3) can be obtained by the Ritz method, in particular, by using the P1 finite

element method. In many practical applications, estimations from below are much

more important. In particular situations (see [1]), the estimates from below can be

obtained by using the finite difference discretization of (2), (3). Another method

is described in [4]. The latter method is rather limited and very complicated for

implementation.

In this paper, we propose a new method to derive estimations from below for the

minimal eigenvalue λ1 (minimal nonzero eigenvalue λ2) in (2), (3). The method is

based on a partitioning of the domain Ω into simpler shaped subdomains. We assume

that we are able to derive explicit estimates from below of the lowest eigenvalues of

the eigenvalue problems in subdomains. The accuracy of the estimates depends on a

partitioning into subdomains. Thus, the method does not always provide sufficiently

reliable (or practically acceptable) estimates from below of the lowest eigenvalues.

The paper is organized as follows. In Section 2, we describe the new method

on the functional level. The finite element justification of the method is given in

Section 3.

2 Description of the Method

Let Ω be partitioned into m≥ 1 polygonal, d = 2 (polyhedral, d = 3), open overlap-

ping subdomains Ωk, k = 1, m, i.e. Ω =
⋃m

k=1 Ωk. We define m quadratic functionals
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Φk(v) =
∫

Ω

d

∑
i, j=1

a
(k)
i j

∂v

∂xi

∂v

∂x j

dx+
∫

ΓR

σ (k)v2 ds (7)

where a(k) = (a
(k)
i j ) are symmetric d × d matrices with piecewise constant entries

a
(k)
i j , i, j = 1, d, σ (k) are nonnegative piecewise constant functions defined on ΓR,

and v ∈ V . We assume that the matrices a(k) are positive definite in Ωk and a(k) = 0

in Ω \Ω k, and that the functions σ (k) are zero on ΓR \ ∂Ωk, k = 1, m. To this end,

the formulae

Φk(v) =
∫

Ωk

d

∑
i, j=1

a
(k)
i j

∂v

∂xi

∂v

∂x j

dx+
∫

ΓR,k

σ (k)v2 ds, (8)

where ΓR,k = ΓR∩∂Ωk, gives an alternative definition for Φk(v), k = 1, m.

We assume that

a =
m

∑
k=1

a(k) in Ω (9)

σ =
m

∑
k=1

σk on ΓR. (10)

Then, under the latter assumptions we get

Φ(v) =
m

∑
k=1

Φk(v)+

∫

Ω
cv2 dx. (11)

Let us consider the eigenvalue problems

Lk w = µ w in Ωk,

w = 0 on ΓD∩∂Ωk,

u(k) ·nk = 0 on ∂Ωk \∂Ω ,

u(k) ·nk−σ (k)w = 0 on ΓR,k,

(12)

where

Lk =−
d

∑
i, j=1

∂

∂xi

a
(k)
i j

∂

∂x j

u(k) =−a(k)∇w,

(13)

and nk is the outward unit normal to ∂Ωk, k = 1, m.

We partition the subdomains Ωk, k = 1, m, into two groups. For the subdomains

Ωk in the first group we assume that ΓD∩∂Ωk = /0 and σ (k) = 0 on ΓR,k (or ΓR,k = /0),

1≤ k ≤ m. For the subdomains Ωk in the first group, the minimal eigenvalue µ
(k)
0 in

(12) is equal to zero and
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w0 =
1

|Ωk|1/2
in Ωk, (14)

where |Ωk| is the area of Ωk, d = 2 (volume of Ωk, d = 3), is the corresponding L2-

normalized positive eigenfunction. We denote the minimal (lowest) nonzero eigen-

value in (12) by µ
(k)
1 , 1≤ k ≤ m.

All other subdomains Ωk, 1≤ k≤m, we put into the second group. For a subdo-

main Ωk in the second group the minimal eigenvalue in (12) is positive. We denote

this eigenvalue also by µ
(k)
1 , 1≤ k ≤ m.

It is obvious (see [3]) that for any subdomain Ωk in the first group the inequality

Φk(v)≥ µ
(k)
1 (Pkv, v)≡ µ

(k)
1

∫

Ω
(Pkv)vdx (15)

holds for any v ∈V where the operator Pk is defined by

(Pkv)(x) =

{
0, x ∈Ω \Ω k,

v(x)− 1
|Ωk|

∫
Ωk

v(x′)dx′, x ∈Ωk.
(16)

For the subdomains Ωk in the second group the inequality (15) also holds with

the operator Pk defined by

(Pkv)(x) =

{
0, x ∈Ω \Ω k,

v(x), x ∈Ωk.
(17)

In both cases, the operator Pk is an orthogonal L2-projector, i.e. Pk = P∗k and P2
k = Pk.

Let us assume that we have a set of positive numbers µk which estimate from be-

low the eigenvalues µ
(k)
1 in (15), i.e. µ

(k)
1 ≥ µk > 0, k = 1, m, and define the operator

P =
m

∑
k=1

µkPk. (18)

By the definition,

Φ(v)≥ (Pv, v)+(cv, v) for all v ∈V. (19)

Thus, in the case of a positive definite operator L we obtain

λ1 = min
v∈V,||v||2=1

Φ(v)≥ ν1 = min
v∈L2,||v||2=1

[(Pv, v)+(cv, v)] (20)

where ν1 is the minimal eigenvalue of the eigenvalue problem

Pv+ cv = ν v in Ω . (21)

In the case of the Neumann problem, the minimal nonzero eigenvalue λ2 in (2),

(3) is estimated from below by the minimal nonzero eigenvalue ν2 in (21), i.e.
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λ2 ≥ ν2 = min
v∈L2,‖v‖2=1,(v,1)=0

(Pv, v). (22)

The set Γ̂ =
⋃m

k=1 ∂Ωk partitions Ω into n̂ polygonal, d = 2 (polyhedral, d = 3),

subdomains Ĝs, s = 1, n̂. We impose an additional partitioning of Ω into n, n ≥ n̂,

nonoverlapping subdomains Gs with boundaries ∂Gs, s = 1, n, such that the set Γ̂
belongs to the set Γ =

⋃n
s=1 ∂Gs. We assume that each of the subdomains Gs, s =

1, n, is simply connected and does not coincide with any of the subdomains Ωk,

k = 1, m. We also assume that the coefficient c = c(x) is constant in each of the

subdomains Gs, s = 1, n.

Define the set of orthogonal projectors Qk by

(Qkv)(x) =

{
0, x ∈Ω \Gk,

1
|Gk|

∫
Gk

v(x′)dx′, x ∈ Gk,
(23)

where v∈ L2(Ω). Then, the mean values vs in Gs of a function v∈ L2(Ω) are defined

by

vs = Qsv, s = 1, n. (24)

Assume that a subdomain Ωk, 1≤ k ≤ m, belongs to the first group and

Ω k =
t⋃

s=1

Gs. (25)

Then, it is obvious that

Pk v = v− 1

|Ωk|
t

∑
s=1

|Gs|vs, (26)

where vs = Qsv, s = 1, t.

Let ν be an eigenvalue in (21) and W be the set of all the eigenfunctions corre-

sponding to this eigenvalue. A simple analysis of equations (21) in subdomains Gs,

s = 1, n, shows that W always contains a function which is a constant in each of the

subdomains Gs, s = 1, n.

It follows that in (20) and (21) we can replace the space L2 by the space Vh

of functions which are constant in each of the subdomains Gs, s = 1, n, i.e. the

definitions of ν1 in (20) and ν2 in (22) can be replaced by

ν1 = min
v∈Vh, ‖v‖2=1

[(Pv, v)+(cv, v)], (27)

ν2 = min
v∈Vh, ‖v‖2=1, (v, 1)=0

(Pv, v), (28)

respectively.

The variational problems (27) and (28) result in the algebraic eigenvalue prob-

lems

K w̄ = ν M w̄, w̄ ∈ Rn, (29)

with the diagonal n×n matrix
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M = diag{|G1|, . . . , |Gn|} .

The matrix K for problem (27) is symmetric and positive definite. The matrix K

for problem (28) is symmetric and positive semidefinite with the explicitly known

one-dimensional null-space.

Remark 1. The replacement of the space V by the space L2(Ω) in (20) and (22)

can be justified by using the convergence results for the P1 finite element method for

eigenvalue problem (4)–(6) on quasiuniform regular shaped triangular mesh/tetrahedral

meshes. To prove the latter statement, we have to apply the proposed method to the

P1 discretization of (2)–(3) on the meshes which are conforming with respect to the

partitioning of Ω into subdomains Gs, s = 1, n.

Remark 2. The requirement Ω =
⋃m

k=1 Ωk in the beginning of Section 2 can be re-

placed by the following weaker requirement. Namely, we may require that each two

points in Ω should be connected by a curve γ in
⋃m

k=1 Ωk. For instance, the partition-

ing of the unit square Ω = (0; 1)× (0; 1) into rectangles Ω1 = (0; 0.5)× (0; 1),
Ω2 = (0.5; 1)× (0; 1), and Ω3 = (0; 1)× (0; 0.5) is admissible (see Example 2 in

the next section).

3 Two Simple Examples

Example 1. Let Ω be the unit square and ω be a simply connected subdomain in Ω .

We denote by δ the area of ω and assume that L = −△+ c where △ denotes the

Laplace operator, ∂Ω = Γ N and the coefficient c in (1) equals to a positive constant

cω in ω and zero in Ω \ω . We choose m = 1, i.e. Ω1 = Ω , and partition Ω into

subdomains G1 = ω and G2 = Ω \ω , i.e. n = 2. Applying the algorithm described

in the previous section with µ(1) = π2 we get K = M K̂ where

K̂ =

(
π2(1−δ )+ cω −1+δ

−δ δ

)
(30)

and M = diag{δ ; 1−δ}. Computing the minimal eigenvalue ν1 of (20), we get the

estimate

λ1 ≥ ν1 >
cω δ

2(π2 + cω)
. (31)

Example 2. Let Ω be the unit square partitioned into three subdomains Ω1 = (0; 1)×
(0; δ ), Ω2 = (δ ; 1)× (0; 1), and Ω3 = (0; 1)× (δ ; 1) as shown in Fig. 1 where

δ ∈ (0; 1). We assume that L = −△ and ΓD = {(x1,x2) : x1 = 0, x2 ∈ (0; δ )}. In

Figure 1, we show the partitioning of Ω into rectangles Gi, i = 1, 4.

We define the operators Lk by setting a(k) = akI2, k = 1,2,3. Here, I2 denotes the

identity 2×2 matrix and the functions ak, k = 1,2,3, are defined as follows:
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G 1 G 2

G 3G 4

δ

δ

0 1

1

Fig. 1. Partitioning of Ω into rectangles Gi, i = 1, 4

a1 =

{
1 in G1,

0.5 in G2,

a2 = 0.5 in G2

⋃
G3,

a3 =

{
1 in G3,

0.5 in G4.

(32)

Applying the algorithm described in the previous section with µ(1) = µ(2) =
µ(3) = π2/2, we get K = M K̂ where

K̂ =
π2

2




0.25 0 0 0

0 2−δ −1+δ 0

0 −δ 2δ −δ
0 0 −1+δ 1−δ


 . (33)

By using the straightforward calculations, we derive the estimate

λ1 ≥ ν1 ≥ ‖K̂‖−1
∞ =

π2

2
· δ (1−δ )(2−δ )

(1+δ )(3−δ )
. (34)

Thus, in the case δ ≪ 1 we get the asymptotic estimate

λ1 ≥
π2

3
δ . (35)
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Summary. We derive and analyze new boundary element (BE) based finite element dis-

cretizations of potential-type, Helmholtz and Maxwell equations on arbitrary polygonal and

polyhedral meshes. The starting point of this discretization technique is the symmetric BE

Domain Decomposition Method (DDM), where the subdomains are the finite elements. This

can be interpreted as a local Trefftz method that uses PDE-harmonic basis functions. This dis-

cretization technique leads to large-scale sparse linear systems of algebraic equations which

can efficiently be solved by Algebraic Multigrid (AMG) methods or AMG preconditioned

conjugate gradient methods in the case of the potential equation and by Krylov subspace iter-

ative methods in general.

1 Introduction

We introduce new finite element methods based on the symmetric boundary ele-

ment domain decomposition method presented in [5], which can be applied with

general polygonal or polyhedral meshes. That is, each element of the mesh may be

any polygon or polyhedron, since we treat the elements as subdomains. There are

many important practical applications where one wants to discretize PDEs on such

kinds of meshes without further decomposition of the polyhedra, see e.g. [6] and [1].

Boundary integral operators are utilized to obtain a method which solves for traces

of the solution on the element boundaries, from which the solution may be obtained

via a representation formula. Simple, low-order boundary element spaces are used

to approximate traces on the element surfaces, yielding a finite element method with

PDE-harmonic basis functions.

Since boundary integral operators are used only locally, piecewise constant co-

efficients are admissible, and the coupling of boundary element functions is local.

Consequently, sparse linear systems are obtained, which can be solved by Krylov

iterative methods. For the potential equation, the resulting system is symmetric and
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positive definite, and algebraic multigrid (see [9]) is a very effective preconditioner

in the conjugate gradient solver.

2 The Potential Equation

Let Ω ⊂ Rd be a bounded domain with a polygonal (d = 2) or polyhedral (d = 3)

Lipschitz boundary Γ = ∂Ω , and let d ∈ {2,3} be the dimension of the computa-

tional domain Ω . In this section, we assume for simplicity that d = 2. As a model

problem, we consider the Dirichlet boundary value problem (BVP) for the potential

equation

−div(a(x)∇u(x)) = f (x) for x ∈Ω , u(x) = g(x) for x ∈ Γ . (1)

We assume that the coefficient a is piecewise constant, f ∈ L2(Ω), and g ∈H1/2(Γ ).
Further, we suppose that there is a non–overlapping decomposition of our domain Ω
into eh shape-regular polygonal elements Ωi such that

Ω =
eh⋃

i=1

Ω i, Ωi∩Ω j = /0 for i 6= j, Γi = ∂Ωi, Γ i j = Γ i∩Γ j (2)

and that a(x) = ai > 0 for x ∈ Ωi, i = 1, . . . ,eh. The domain Ω is assumed to be

scaled in such a way that diam(Ωi) = O(h)≤ h0 < 1/2 for all i = 1, . . . ,eh. Under the

assumptions made above, there obviously exists a unique weak solution u ∈ H1(Ω)
of the BVP (1).

Using the local Dirichlet-to-Neumann map

ai∂u/∂νi = aiSiu|Γi
−Ni f on Γi, (3)

we observe that the variational formulation of (1) is equivalent to the associated

variational formulation on the skeleton ΓS = ΓS,h = ∪eh
i=1Γi (see, e.g., [7]): find u ∈

H1/2(ΓS) with u = g on Γ such that

eh

∑
i=1

∫

Γi

ai(Siui)(x)vi(x)dsx =
eh

∑
i=1

∫

Γi

(Ni f (x))vi(x)dsx (4)

for all v ∈ H
1/2
0 (ΓS), where ui = u|Γi

and vi = v|Γi
denote the traces of u and v on

Γi, respectively. The Steklov–Poincaré operator Si and the Newton potential operator

Ni have different representations (see again [7]). Here we are using the symmetric

representation

Si = Di +(
1

2
I +K′i )V

−1
i (

1

2
I +Ki) : H1/2(Γi)→ H−1/2(Γi) (5)

of the local Steklov–Poincaré operator Si via the local single layer potential inte-

gral operator Vi : H−1/2(Γi)→ H1/2(Γi), the local double layer potential operator
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Ki : H1/2(Γi)→ H1/2(Γi), its adjoint K′i : H−1/2(Γi)→ H−1/2(Γi), and the local hy-

persingular boundary integral operator Di : H1/2(Γi)→ H−1/2(Γi), see, e.g., [11] for

the definition and properties of these boundary integral operators. The operator Ni is

defined by the equation

Ni = V−1
i Ñi,0 : H̃−1(Ωi)→ H−1/2(Γi), (6)

where the Newton potential operator Ñi,0 is given by the relation

(Ñi,0 f )(x) =
∫

Ωi

U∗(x− y) f (y)dy, x ∈ Γi. (7)

Here U∗(x) =−(1/2π) log |x| and U∗(x) = 1/(4π|x|) denotes the fundamental solu-

tion of the negative Laplace operator −∆ for d = 2 and d = 3, respectively.

For simplicity (higher-order versions can be constructed in the same way), we

use continuous piecewise linear boundary element functions for approximating the

potential u on the skeleton ΓS and piecewise constant boundary element functions for

approximating the normal derivatives ti = ∂u/∂νi on the boundary Γi of the polygo-

nal element Ωi. This yields the element stiffness matrices

Si,h = aiDi,h +ai

(
0.5I⊤i,h +K⊤i,h

)(
Vi,h

)−1(
0.5Ii,h +Ki,h

)
(8)

and the element load vectors

fi,h = I⊤i,h
(
Vi,h

)−1
fN
i,h, (9)

where the matrices Vi,h, Ki,h, Di,h and Ii,h arise from the BE Galerkin approximation

to the single layer potential operator Vi, double layer potential operator Ki, hypersin-

gular integral operator Di and the identity operator Ii living on Γi, respectively. Ii,h

is nothing but the mass matrix. The vector fN
i,h is defined by the Newton potential

identity

(fN
i,h, ti,h) =

∫

Γi

∫

Ωi

U∗(x− y) f (y)dyth,i(x)dsx (10)

for all vectors ti,h corresponding to the piecewise constant functions th,i on Γi. Now,

we obtain the BE-based FE system

Shuh = fh (11)

by assembling the stiffness matrix Sh and the load vector fh from the element stiffness

matrices (8) and the element load vectors (9), respectively, and by incorporating the

Dirichlet boundary condition as usual.

The solution of (11) provides an approximation to the Dirichlet trace of the so-

lution to (1) on the boundary ∂Ωi of all elements Ωi, i = 1, . . . ,eh. Applying the

Dirichlet-to-Neumann map locally (i.e. element-wise), we may obtain an approxi-

mate solution ũhto u in each element Ωi via the representation formula (see, e.g., [7]

or [11]).
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Following [5] we immediately obtain the discretization error estimate

‖u−uh‖h ≤ c(u)h3/2 (12)

in the mesh-dependent norm ‖v‖2
h := ∑

eh
i=1 ‖v|Γi

‖2
H1/2(Γi)

for a sufficiently (piecewise)

smooth solution u, where uh is the continuous piecewise linear function on the skele-

ton ΓS,h corresponding to the Dirichlet nodal values and to the nodal values from

the solution vector uh of (11). The discretization error estimate (12) yields the usual

O(h) estimate of the discretization error u− ũh in the H1(Ω)-norm.

In our first numerical experiments we solve the Laplace equation in Ω = (0,1)×
(0,1) with prescribed Dirichlet conditions on the boundary Γ = ∂Ω . The Dirichlet

datum g is given as the trace of the function g(x) = log‖x− x∗‖ on Γ , where the

singularity x∗ = (1.1,1.1)⊤ is located outside the computational domain Ω .

Figure 1 shows a close-up view of a polygonal mesh that was generated with the

help of a software tool from the group of Olaf Steinbach at the TU Graz. Table 1

Fig. 1. Close-up view of a polygonal mesh

provides numerical results for 3 meshes (with Nh nodes) which were separately gen-

erated by the software tool mentioned above. The coarsest, the intermediate, and the

finest mesh contain polygonal elements with a maximum of 13, 7 and 8 nodes, re-

spectively. The systems of algebraic equations were solved by the Preconditioned

Conjugate Gradient (PCG) method. The preconditioner is defined by a standard Al-

gebraic MultiGrid (AMG) method implemented in the AMG package PEBBLES

developed by [9]. More precisely, the AMG preconditioning step consists of one

symmetric V-cycle with one pre-smoothing step and one post-smoothing step. The

AMG level denotes the number of levels used in the algebraic multigrid process. The

auxiliary coarse grid matrices are constructed by Galerkin projection. We observe

that the times for constructing the stiffness matrices and for setting up the AMG also

depend on the number of nodes of the polygons. The termination condition for the

PCG iterations is defined as the reduction of the initial error by the factor εit = 10−12



Boundary Element based FEM 319

with respect to the ShC−1
h Sh-energy norm. We remark that the ShC−1

h Sh-energy norm

is close to the Sh-energy norm if Ch is a good preconditioner for Sh. The nearly

constant iteration numbers demonstrate the excellent preconditioning properties of

the AMG preconditioner. The last two columns provide discretization errors in the

L2(ΓS)- and L2(Ω)-norms. Note that the L2(ΓS)-norm is a mesh-dependent norm.

AMG PCG

Nh Level Sh Setup Cycle Iter. ‖u−uh‖0,ΓS
‖u−uh‖0,Ω

44249 4 4.3 17.2 0.35 15 1.29 E-4 4.88 E-6

71735 4 4.3 9.1 0.42 17 1.42 E-4 3.85 E-6

247250 5 17.0 82.0 1.80 17 6.73 E-5 1.51 E-6

Table 1. Numerical results for the polygonal mesh (CPU time in seconds).

3 The Helmholtz Equation

Let Ω ⊂R3 be a bounded domain with a polyhedral Lipschitz boundary Γ = ∂Ω . As

a model problem, we consider the interior Dirichlet BVP for the Helmholtz equation

−∆u(x)−κ2u(x) = 0 for x ∈Ω , u(x) = g(x) for x ∈ Γ . (13)

We assume that the wavenumber κ > 0 is piecewise constant and not an interior

eigenvalue, and g ∈ H1/2(Γ ). The case of a non-zero source function can be treated

via the Newton potential operator as in the previous section, but we omit this for

simplicity.

Given a domain decomposition satisfying (2), the BE-based FE method for the

Helmholtz equation is formally identical to the method presented in the previous

section for the potential equation (with a = 1 and f = 0). That is, the variational

method is simply equation (4), with the Steklov–Poincaré operator Si still given by

(5) but with different operators Di, Ki, and Vi. The appropriate boundary integral

operators are given, e.g., in [8], [10], or [11], and the representation formula holds

with the Helmholtz fundamental solution U∗(x) = eiκ|x|/(4π|x|).

4 The Maxwell Equations

Under the same assumptions on Ω and κ , we consider the interior Dirichlet BVP for

the time-harmonic Maxwell equation

curl curl u−κ2u = 0 in Ω , γtu := u×n = g on Γ , (14)

where n is the outward unit normal vector. Developing a method of the form (4)

for (14) involves quite technical trace spaces and boundary integral operators, so we

only outline the main results here.
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[2] defined the operator divΓ and the appropriate function space X := H
−1/2

‖ (divΓ ,Γ )

for the tangential trace γt on Lipschitz polyhedral domains, for which γτ : H(curl,Ω)→
X is linear and continuous. In [3], potential operatorsΨΨΨ E ,ΨΨΨ M : X→H(curlcurl ,Ω)
are defined such that the representation formula

u = ΨΨΨ M(γtu)+ΨΨΨ E(γNu) (15)

holds, where γNu := κ−1γtcurl u is the Neumann trace.

Defining the boundary integral operators C,M : X→ X by

C := {γt}Γ ◦ΨΨΨ E = {γN}Γ ◦ΨΨΨ M,

M := {γt}Γ ◦ΨΨΨ M = {γN}Γ ◦ΨΨΨ E ,

where {}Γ denotes the average across Γ , the Dirichlet-to-Neumann map can be ex-

pressed as

S : X→ X, S := C +(
1

2
I +M)C−1(

1

2
I−M).

The inverse C−1 : X→ X is given by [3, Corollary 5.5], and this representation of S

is symmetric with respect to the bilinear form < v,w >τ ,Γ :=
∫

Γ (w×n) ·v.

Since the trace operator γt is oriented with respect to the normal vector, in order

to define a trace operator on the mesh skeleton we arbitrarily choose a global normal

vector field nS on the skeleton ΓS. Then γS
t := (nS · ni)γt,i, on each Γ h

i , uniquely

defines a tangential trace on Γ h
S . Now the space γS

t (H(curl,Ω)) is denoted XS :=

H
−1/2

‖ (divΓ ,Γ ), with the mesh-dependent norm ‖v‖2
Xs

:= ∑
eh
i=1 ‖(nS ·ni)v|Γ h

i
‖2

Xi
.

The Maxwell skeleton variational formulation is to find v ∈ XS satisfying v = g

on Γ and

eh

∑
i=1

< Sivi,wi >τ ,Γ h
i
= 0, for all w ∈ XS such that w|Γ = 0.

The space XS can be approximated by the lowest-order Raviart-Thomas space de-

fined on a triangular mesh of ΓS. Galerkin discretization of the operators Ci, Mi, and

Ii then yields matrices Ci,h, Mi,h, and Ii,h, respectively, whereby we define the ap-

proximation

Si,h := Ci,h +(
1

2
Ii,h +Mi,h)C

−1
i,h (

1

2
Ii,h−Mi,h)

to Si. Assembling the local element matrices Si,h and incorporating the boundary

conditions (where uh × n approximates g) results in a system of linear algebraic

equations similar to the system (11).

In Table 2 we report the results of some numerical experiments in solving the

linear system (11) in the Maxwell case by the GMRES iterative solver without a pre-

conditioner. A preconditioner remains to be derived, so the iteration counts grow in

these computations. The error relative to the exact solution ∇×(U∗(x− (1.5,0,0))x)
in the mesh-dependent norm of L2(ΓS) is of order O(h1/2). Since the area of the mesh

skeleton ΓS grows in proportion to h−1, one may consider the L2(ΓS)-error of the trace
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to be of order O(h). Also, the L2(Ω)-norm of the error is of order O(h), comparable

to the standard finite element method with the lowest-order Nedelec elements. We

refer the reader to [4] for more numerical results.

h Edges Iter. ‖u−uh‖0,ΓS
‖u‖0,ΓS

‖u−uh‖0,Ω

1/8 2156 243 5.09 E-2 0.490 9.19 E-3

1/16 16024 556 3.70 E-2 0.677 4.81 E-3

1/32 123440 1219 2.73 E-2 0.948 2.52 E-3

1/64 968800 2987 2.13 E-2 1.33 1.39 E-3

Table 2. Tetrahedral mesh of the unit cube Ω = (0,1)3, κ = 1.

5 Conclusions

Our technique can obviously be generalized to potential equations with piecewise

smooth coefficients a(.) and, therefore, to nonlinear potential equations arising, e.g.,

in electromagnetics. On each element Ωi, a(.) can be approximated by its value at

the center of gravity of Ωi. Moreover, we can easily construct polygonal and poly-

hedral elements with special geometric features like small holes and inclusions. In

particular, periodic structures allow a fast generation of the finite element equations

or a fast matrix-vector multiplication. The generalization to problems for which the

fundamental solution is locally known (for frozen coefficients) is obviously feasible.

The methods presented here can be applied to acoustic and electromagnetic scatter-

ing problems by coupling with BEM in the unbounded exterior domain. We mention

that one and the same technique is used for generating the finite and the boundary

element equations. The latter issues is addressed in detail in a paper by [4].
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Summary. In this paper, we present an additive Neumann-Neumann type parallel method for

solving the system of algebraic equations arising from the mortar finite element discretization

of a plate problem on a nonconforming mesh. Locally, we use a conforming Hsieh-Clough-

Tocher macro element in the subdomains. The proposed method is almost optimal i.e. the

condition number of the preconditioned problem grows poly-logarithmically with respect to

the parametes of the local triangulations.

1 Introduction

Many real life phenomenas and technical problems are modelled by partial differen-

tial equations. A way of constructing an effective approximation of the differential

problem is to introduce one global conforming mesh and then to set an approximate

discrete problem. However often it is required to use different approximation meth-

ods or independent local meshes in some subregions of the original domains. This

may allow us to make an adaptive changes of the local mesh in a substructure with-

out modifying meshes in other subdomains. A mortar method is an effective method

of constructing approximation on nonconforming triangulations, cf. [1, 13].

There are many works for iterative solvers for mortar method for second order

problem, see e.g. [2, 3, 6, 7] and references therein. But there is only a limited number

of papers investigating fast solvers for mortar discretizations of fourth order elliptic

problems, cf. [8, 10, 14].

In this paper, we focus on a Neumann-Neumann type of algorithm for solving

a discrete problem arising from a mortar type discretization of a fourth order model

elliptic problem with discontinuous coefficients in 2D. We consider a mortar dis-

cretization which use Hsieh-Clough-Tocher (HCT) elements locally in subdomains.

Our method of solving system of equations is a Neumann-Neumann type of algo-

rithm constructed with the help of Additive Schwarz Method (ASM) abstract frame-

work. The obtained results are almost optimal i.e. it shown that the number of CG

iteration applied to the preconditioned system grows only logarithmically with the

ratio H/h and is independent of the jumps of the coefficients.
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2 Discrete Problem

In this section, we introduce a model problem and discuss its mortar discretization.

We consider a polygonal domain Ω in the plane which is partitioned into disjoint

polygonal subdomains Ωk such that Ω =
⋃N

k=1 Ω k with Ω k∩Ω l being an empty set,

an edge or a vertex (crosspoint). We assume that these subdomains form a coarse

triangulation of the domain which is shape regular the sense of [5].

The model differential problem is to find u∗ ∈ H2
0 (Ω) such that

a(u∗,v) =

∫

Ω
f v dx ∀v ∈ H2

0 (Ω), (1)

where f ∈ L2(Ω),

H2
0 (Ω) = {u ∈ H2(Ω) : u = ∂nu = 0 on ∂Ω}

and

a(u,v) =
N

∑
k=1

∫

Ωk

ρk[ux1x1
vx1x1

+2 ux1x2
vx1x2

+ux2x2
vx2x2

]dx.

Here ρk are any positive constant and ∂n is a normal unit normal derivative.

A quasiuniform triangulation Th(Ωk) made of triangles is introduced in each sub-

domain Ωk, and let hk = maxτ∈Th(Ωk)
diam(τ) be the parameter of this triangulation,

cf. e.g. [4].

Let Γi j denote the interface between two subdomains Ωi and Ω j i.e. the open

edge that is common to these subdomains, i.e. Γ i j = Ω i ∩Ω j. We also introduce a

global interface Γ =
⋃

i ∂Ωi \∂Ω .

Fig. 1. HCT element.

We can now introduce local finite element spaces. Let Xh(Ωk), be the finite ele-

ment space defined as follows, cf. Fig. 1:

Xh(Ωk) = {u ∈C1(Ωk) : u ∈ P3(τi), τi ∈ Th(Ωk), for triangles τi,

i = 1,2,3, formed by connecting the vertices of

any τ ∈ Th(Ωk) to its centroid, and

u = ∂nu = 0 on ∂Ωk ∩∂Ω},
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where P3(τi) is the function space of cubic polynomials defined over τi.

Next a global space Xh(Ω) is defined as Xh(Ω) = ∏N
i=1 Xh(Ωk).

Each edge Γi j inherits two 1D triangulations made of segments that are edges

of elements of the triangulations of Ωi and Ω j, respectively. In this way, each Γi j

is provided with two independent and different 1D meshes which are denoted by

Th,i(Γi j) and Th, j(Γi j), cf. Fig. 2.

One of the sides of Γi j is defined as a mortar (master) one, denoted by γi j and the

other as a nonmortar (slave) one denoted by δ ji. Let the mortar side of Γi j be chosen

by the condition: ρ j ≤ ρi, (i.e. here, the mortar side is the i-th one).

For each interface Γi j two test spaces are defined: Mh
t (δ ji) the space formed by

C1 smooth piecewise cubic functions on the slave h j triangulation of δ ji, i.e Th, j(Γji),
which are piecewise linear in the two end elements, and Mh

n(δ ji) the space of con-

tinuous piecewise quadratic functions on the elements of triangulation of Th, j(Γji),
which are piecewise linear in the two end elements of this triangulation.

Γij

Ωi Ωj

γ
ij

δ ji

Fig. 2. Independent meshes on an interface.

The discrete space V h is defined as the space formed by all function in Xh(Ω),
which are continuous at the crosspoints, i.e. the common vertices of substructures,

and satisfy the following mortar condition on each interface Γi j = δ ji = γi j ⊂ Γ :

∫

δ ji

(ui−u j)ϕ ds = 0 ∀ϕ ∈Mh
t (δ ji), (2)

∫

δ ji

(∂nui−∂nu j)ψ ds = 0 ∀ψ ∈Mh
n(δ ji).

It is worth mentioning that u ∈ V h has discontinuous ∇u at a crosspoint cr, i.e.

∇u has as many values as the number of substructures with this crosspoint cr.

Our discrete problem is to find u∗h ∈V h such that

ah(u
∗
h,v) =

∫

Ω
f v dx ∀v ∈V h, (3)

where ah(u,v) = ∑N
k=1 ak(u,v) for
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ak(u,v) =
∫

Ωk

ρk[ux1x1
vx1x1

+2 ux1x2
vx1x2

+ux2x2
vx2x2

]dx.

This problem has a unique solution and for error estimates, we refer to [9].

3 Neumann-Neumann Method

In this section, we introduce our Neumann-Neumann method.

For the simplicity of presentation, we assume that our subdomains Ωk are trian-

gles which form a coarse triangulation of Ω .

We introduce a splitting of u ∈ Xk(Ωk) into two ak(·, ·) orthogonal parts: u = Pku

and discrete biharmonic part Hh = u−Pku, where Pku ∈ Xh,0(Ωk) is defined by

ak(Pku,v) = ak(u,v) ∀v ∈ Xh,0(Ωk)

with Xh,0(Ωk) = Xh(Ωk)∩H2
0 (Ωk). The discrete biharmonic part of u: Hku = u−

Pku ∈ Xh(Ωk) satisfies

{
ak(Hku,v) = 0 ∀v ∈ Xh,0(Ωk),

Tr Hku = Tr u on ∂Ωk,
(4)

where Tr u = (u,∇u). Let Hu = (H1u, . . . ,HNu) denotes the part of u∈ Xh(Ω) which

is discrete biharmonic in all subdomains. We also set

Ṽ h = HV h = {u ∈V h : u is discrete biharmonic in all Ωk} (5)

Each function in Ṽ h is uniquely defined by the values of all degree of freedoms

associated with all HCT nodal points i.e. the vertices and the midpoints, which are on

masters and at crosspoints since the values of the degrees of freedom corresponding

to the HCT nodes in the interior of a nonmortar (slave) are defined by the mortar

conditions (2) and that the values of the degrees of freedom of the nodes interior to

the subdomains are defined by (4).

3.1 Local Subspaces

For each subdomain Ωi, we introduce an extension operator Ei : Xh(Ωi)→ V h as

Eiu = Ẽiu+ P̂iu, where P̂iu = (0, . . . ,0,Piu,0, . . . ,0) and Ẽi : Xh(Ωi)→ Ṽ h is defined

as follows:

• Ẽiu(x) ∈ Ṽ h, i.e. it is discrete biharmonic in all subdomains,

• Ẽiu(x) = u(x) and ∇Ẽiu(x) = ∇u(x) and ∂nẼiu(m) = ∂nu(m) for an x a nodal

point (vertex) and a midpoint m of an element of Th,i(Γi j) for any mortar γi j ⊂
∂Ωi,

• ∇Ẽiu(v) = ∇u(v) for any vertex v of substructure Ωi,

• Ẽiu(cr) = 1
N(cr)

u(cr) for any crosspoint cr which is a vertex of ∂Ωi. Here, N(cr)

is the number of domains which have cr as a vertex.
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• Tr Ẽiu = 0 on remaining masters and at the crosspoints which are not on ∂Ωi.

The values of the degrees of freedom of Eiu on a slave are defined by the mortar

conditions (2) and in subdomains Ω j, j 6= i by (4).

We also have
N

∑
k=1

Ekuk = u

for any u = (u1, . . . ,uN) ∈V h.
We next define local spaces Vk = EkV

h
c (Ωk), where V h

c (Ωk) is the subspace of

Xh(Ωk) of functions that have zero values at all vertices of Ωk. Local bilinear forms

are defined over V h
c (Ωk) as bk(u,v) = ak(u,v). Note that u ∈Vk can be nonzero only

in Ωi and Ω j for a j such that Γi j is a common edge of Ωi and Ω j and its master side

is associated with Ωi.

3.2 Coarse Space

For any u = (u1, . . . ,uN) ∈ Xh(Ω), we introduce I0u ∈V h which is defined solely by

the values of u at crosspoints, i.e. the common vertices of substructures in Ω as

I0u =
N

∑
k=1

Ek(IH,kuk), (6)

where IH,kuk ∈ Xh(Ωk) is a linear interpolant of uk at the three vertices of a triangular

substructure Ωk.

Next let us define a coarse space as

V0 = I0V h,

and a coarse bilinear form

b0(u,v) =

(
1+ log

(
H

h

))−1

ah(u,v),

where H = maxk Hk for Hk = diam(Ωk), and h = mink hk. Note that the dimension

of V0 equals to the number of crosspoints.

We see that V h = V0 +∑N
k=1 Vk.

Next following the Additive Schwarz Method (ASM) abstract scheme, special

projection-like operators are introduced: Tk : Vk→V h for k = 0, . . . ,N by

b0(T0u,v) = ah(u,v) ∀v ∈V0 (7)

and let Tku = EkT̂ku for k = 1, . . . ,N, where T̂ku ∈V h
c (Ωk) is defined by

bk(T̂ku,v) = ah(u,Ekv) ∀v ∈V h
c (Ωk). (8)

The operator Tk is symmetric and nonnegative definite over V h in the terms of the

form ah(u,v).
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Finally, an ASM operator T : Vh→Vh is defined by

T = T0 +
N

∑
k=1

Tk.

We then replace problem (3) by a new equivalent one:

Tu∗h = g, (9)

where g = ∑N
k=0 gi and gi = Tiu

∗
h for u∗h the solution of (3).

The main result of this paper is the following theorem:

Theorem 1. For any u ∈V h, it holds that

c ah(u,u)≤ ah(Tu,u)≤C

(
1+ log

(
H

h

))2

ah(u,u),

where H = maxk Hk with Hk = diam(Ωk), h = mink hk, and c,C are positive constants

independent of all mesh parameters hk,Hk and the coefficients ρk.

Sketch of the Proof

We present here only a sketch of the proof which is based on the abstract ASM

scheme, cf. e.g. [12].

We have to check three key assumptions, cf. [12]. For our method the assumption

II (Strengthened Cauchy-Schwarz Inequalities), is satisfied with a constant indepen-

dent of the number of subdomains by a coloring argument.

Note that T0 is the orthogonal projection onto V0 (in terms of the bilinear form

ah(·, ·)) which is scaled by (1+ log(H/h))−1, i.e., we have

ah(u,u) = (1+ log(H/h))b0(u,u) ∀u ∈V0.

It can also be shown following the lines of proof of [11] that

ah(Eku,Eku)≤C1 (1+ log(H/h))2bk(u,u) ∀u ∈Vk,

where C1 is a constant independent of mesh parameters and subdomain coefficients.

Thus these two estimates yields that the constant ω in the assumption III (Local

Stability), is bounded by C1 (1+ log(H/h)2.

It remains to prove assumption I (Stable Decomposition), i.e., we have to prove

that there exists a positive constant C2
0 such that for any u ∈Vh there are w0 ∈V0 and

wk ∈Vk, k = 1, . . . ,N such that u = w0 +∑N
k=1 Ekwk and

b0(w0,w0)+
N

∑
k=1

bk(wk,wk)≤C2
0ah(u,u). (10)

We first define decomposition for u = (u1, . . . ,uN) ∈ V h. Let w0 = I0u and wk =
uk− Ih,kuk ∈V h

c (Ωk). Note that
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w0 +
N

∑
k=1

Ekwk = I0u+
N

∑
k=1

Ek(uk− Ih,kuk) =
N

∑
k=1

Ekuk = u.

Next, we see that

N

∑
k=1

bk(wk,wk) =
N

∑
k=1

ρk|uk− IH,kuk|2H2(Ωk)
(11)

=
N

∑
k=1

ρk|uk|2H2(Ωk)
= ah(u,u).

Again following the lines of proof of [11], we can show that

ah(I0u, I0u)≤C2
0(1+ log(H/h))ah(u,u),

where C2
0 is a constant independent of mesh parameters and subdomain coefficients,

thus

b0(w0,w0) = (1+ log(H/h))−1ah(I0u, I0u)≤C2
0 ah(u,u).

The last estimate and (11) yield us the bound in (10) and this concludes the sketch

of the proof.
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1 Introduction

The main approaches to simulate fluid flows in complex moving geometries, use ei-

ther moving-grid or immersed boundary techniques [5, 6, 7]. This former type of

methods imply re-meshing, which are expensive computationally in the fluid/elastic-

structure interaction cases that involve large structure deformations. In contrast, in

the immersed boundary techniques, the effect of the boundary is applied remotely

to the fluid by a constraint/penalty on the governing equations or a locally modi-

fied discretization/stencil: the fluid mesh is then globally independent of the moving

interface, described by Lagrangian coordinates, and the effect of the interaction is

introduced into the fluid variables at the Eulerian grid points next to the interface.

Many applications of fluid/flexible-body interaction simulations with large de-

formation are in bio-engineering. The accuracy of the input data in such a problem

is not very high and one may prefer to emphasis the robustness of the numerical

method over high accuracy of the solution process. A major advantage of the Im-

mersed Boundary Method (IBM), pioneered by C.S. Peskin [10], is the high level of

uniformity of mesh and stencil, avoiding the critical interpolation processes of the

cut-cell/direct methods. Based on the standard finite-difference method, the IBM al-

lows highly efficient domain decomposition techniques to be implemented. In other

words, the difficulty of simulating dynamical interaction phenomena with complex

geometries can be overcome by implementing, in a fast and easy way, large fine grid

parallel computations that takes full advantage of a uniform stencil on an extended

regular domain, as described in [3, 4], for blood flow applications. We are first going

to recall the IBM formulation.

2 Discretization of the IBM

A complete and accurate introduction to the IBM can be found in [10]. Here is a

brief description of the fluid/elastic interface model unified into a set of coupled

PDEs. The incompressible Navier-Stokes system is written as:
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ρ

[
∂V

∂ t
+(V ·∇)V

]
= −∇P+ µ∆V +F (1)

∇ ·V = 0 (2)

The IBM requires the extrapolation of the Lagrangian vector f into the Eulerian

vector field F from the RHS of (1). In the IBM of Peskin, we use a distribution of

Dirac delta functions δ for that purpose:

F(x, t) =
∫

Γ
f (s, t)δ (x−X(s, t))ds =

{
f (s, t) if x = X(s, t)

0 otherwise
(3)

The motion of the immersed boundary should match the motion of the neighbor-

ing fluid particles because of a no-slip boundary condition. Eq.(4) approximates this

no-slip boundary condition using the Dirac delta function as an interpolating tool for

V , from Ω to Γ :

∂X(s, t)

∂ t
=
∫

Ω
V (x, t)δ (x−X(s, t))dx =

{
V (X(s, t), t) if x = X(s, t)

0 otherwise
(4)

The immersed boundary obeys a linear elastic model. We use Hooke’s law of elas-

ticity, i.e. the tension T of the immersed boundary is a linear function of the strain.

For a one-dimensional boundary, we have:

T(s, t) = σ

∣∣∣∣
∂X(s, t)

∂ s

∣∣∣∣ , (5)

where σ is the boundary elasticity coefficient. The local elastic force density f is

defined as:

f (s, t) =
∂ (T(s, t)τ(s, t))

∂ s
, τ(s, t) =

∂X(s, t)/∂ s

|∂X(s, t)/∂ s| . (6)

τ is the unit tangent vector to Γ . Finally, by plugging (5) into the set of equations in

(6), we get:

f (s, t) = σ
∂ 2X(s, t)

∂ s2
(7)

The practical implementation of the IBM of Peskin offers dozens of different pos-

sibilities regarding the choice of the temporal scheme, the space discretization, the

discrete approximation of the Dirac function and so on. There is clearly a compro-

mise between the stability of the scheme that suffers from sharp numerical interfaces

for the pressure, that should be discontinuous, and accuracy that needs this numerical

feature. We refer to the thesis of the first author [9] and its bibliography for an exten-

sive comparison of possible implementations for standard benchmark problems such

as the oscillation relaxation of stretched bubble toward its equilibrium or the motion

of the bubble in a cavity flow test case. These benchmark problems show clearly that

the IBM method does not preserve the volume of the bubble. The “numerical poros-

ity” of the IBM is a drawback of this immersed boundary technique. We are going to

present a volume conservation method that fixes this problem.
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3 Volume Conservation Method Based on Constrained

Optimization

As described in [8], most of the existing methods to improve volume conservation

use a local change of stencil on the Eulerian grid, or require the computation of the

normal to the boundary at each of its points to build a constrained local interpolation

operator for the boundary velocity. The following method is global and uses the ini-

tial volume enclosed by the immersed boundary as a control objective. We represent

the position vector of the immersed boundary with a global polynomial. In the 2D

bubble test case, it is natural to use a Fourier expansion. Initially the discretization

points on the immersed boundary are equally spaced in the curvilinear space. The

motion of these discrete points follows the fluid flow because of the no-slip boundary

condition. At all time, therefore, these discretization points are a regular transforma-

tion of the original distribution and can be used in the Fourier representation. For

convenience, we are going to define the global volume conservation problem in the

case of a closed immersed boundary like in our benchmark problems above.

After discretization, the immersed boundary is represented by a finite set of grid

points:

{Xi}0≤i≤M−1 = {X1,i,X2,i}0≤i≤M−1. (8)

{X1,i}0≤i≤M−1 is the vector of the horizontal components of the moving points and

{X2,i}0≤i≤M−1 that of their vertical components. We assume that M is even and then

define K ≡ M
2

. The Fourier expansion of X is, for j = 1,2 and 0≤ i≤M−1:

X̂ j,i(α̃) =

1

M

[
αA

j,0 +2
K−1

∑
k=1

(
αA

j,k cos
(

2πk
i

M

)
+αB

j,k sin
(

2πk
i

M

))
+αA

j,K(−1)i

]
(9)

where

αA
j,k =

M−1

∑
i=0

X j,i cos
(

2πk
i

M

)
, j = 1,2, 0≤ k ≤ K,

αB
j,k =

M−1

∑
i=0

X j,i sin
(

2πk
i

M

)
, j = 1,2, 1≤ k ≤ K−1,

αB
j,0 = αB

j,K = 0, j = 1,2.

Let us introduce the notation:

α̃ = (αA
1,0..α

A
1,KαB

1,1..α
B
1,K−1αA

2,0..α
A
2,KαB

2,1..α
B
2,K−1) (10)

and

α = (αA
1,1..α

A
1,K−1αB

1,1..α
B
1,K−1αA

2,1..α
A
2,K−1αB

2,1..α
B
2,K−1). (11)
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It is easy to compute analytically the area of the bubble using (9) and Green’s

theorem:

Area(α) =
4π

M2

K−1

∑
k=1

k(αA
1,kαB

2,k−αA
2,kαB

1,k) (12)

If Area(α) = V0 at time zero, our constraints writes c(α) = Area(α)−V0 = 0.
We perform a least square minimization of the position change, constrained with

the area preservation. The function to minimize is:

F(α̃) = ‖{Xi− X̂i(α̃)}0≤i≤M−1‖2
2

=
M−1

∑
i=0

(
(X1,i− X̂1,i(α̃))2 +(X2,i− X̂2,i(α̃))2

)
(13)

Since the input variable of the constraint c(α) = 0 is α and not α̃ , the search space

of the minimization is R4(K−1) and not R4K . The coefficients

(αA
1,0,α

A
1,K ,αA

2,0,α
A
2,K)

are fixed. These coefficients are not related to the area, but control the global position

of the immersed boundary in the domain.

We can express the constrained minimization problem as follows:

min
α/c(α)=0

F(α) with F(α) = F(α̃)|(αA
1,0,αA

1,K ,αA
2,0,αA

2,K). (14)

We are going to show that this optimization problem has a unique solution.

We define the Lagrangian L(α,λ ) with α ∈ R4(K−1), λ ∈ R:

L(α,λ ) = F(α)+λc(α) (15)

F and c are both twice continuously differentiable with respect to α . A nice property

of the Hessian ∇αα F is that it is independent of α and diagonal:

∇αα F =
4

M
I4(K−1) (16)

This is also true for ∇αα c in this particular test-case with area formula (12):

∇αα c =
4π

M2




0 +BK

−BK

−BK

+BK 0


 , (17)

BK =




1 0

2
. . .

0 K−1


 . (18)

So, for a given pair (α∗,λ ∗) and for all α in the neighborhood of α∗, we have:
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αT ∇αα L(α∗,λ ∗)α = αT ∇αα Fα +λ ∗αT ∇αα cα (19)

=
4

M
αT α +

8πλ ∗

M2

K−1

∑
k=1

k(αA
1,kαB

2,k−αA
2,kαB

1,k) (20)

=
4

M
α2 +2λ ∗Area(α) (21)

Hence, λ ∗ > 0 implies:

αT ∇αα L(α∗,λ ∗)α > 0 (22)

Whenever we find a pair (α∗,λ ∗) such that ∇α F(α∗) = 0, c(α∗) = 0 and λ ∗ > 0,

the first-order Lagrangian sufficiency condition is satisfied. This implies that α∗ is a

strict local minimum.

We note here that ∇αα F has the same form for any geometry of Γ in any di-

mension, since it simply represents the norm of the correction on X . We also have

here an elegant analytical formulation for the constraint in the “Bubble” test case.

The functions F(α) and c(α) are easy to compute as well as ∇α F(α), ∇α c(α) and

the Hessians of F and c, respectively ∇αα F and ∇αα c, are constant. In the general

situation, one may have to use a more complicated numerical method to get the el-

ements of the minimization problem (14) regarding the constraint. In the numerical

implementation for the “Bubble” test case, we solve:

(
∇α L(α,λ )
∇λ L(α,λ )

)
=

(
0

0

)
(23)

using the classical Newton-Raphson algorithm. A good initial solution for the iter-

ative Newton algorithm is the α coefficients corresponding to the actual position of

the boundary X before the correction. In most cases, the volume of the immersed

boundary is found to evolve relatively slowly with respect to time. Then it is not

necessary to perform this minimization at every time step.

Compared to the traditional method, the Fourier expansion allows a fairly com-

pact representation of the interface, without any loss of accuracy.

To reduce the computational load of the minimization process, one may want to

restrict the search space of the α coefficients to a finite space of dimension smaller

than M the number of discrete points that support the immersed interface. Because

of the high order accuracy of the Fourier expansion, we work with the first K
4

of

the Fourier expansion coefficients (α j,k,β j,k), j = 1,2. This corresponds roughly

to the idea that one needs at least 4 mesh points to represent a wave period. This

compact representation of the immersed closed boundary has several advantages.

First, it filters out the high wave frequency components of the position vector, and

removes most of the noise in the force term. Second, it can also drastically speed

up an implicit IBM scheme, by reducing the search space for the Newton algorithm.

In [9], we implemented the Inexact Newton Backtracking Method of M. Pernice and

H.F. Walker in an implicit IBM scheme, in which the unknown is the position of

the moving boundary at the next time step. We used a Krylov method to solve the
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inexact Newton condition and an associated Jacobian matrix approached by finite-

differences. Without a Fourier representation of the boundary position, the size of

the Newton search space in two space dimensions is 2M, while here it becomes M
2
.

For the “bubble” test cases discussed earlier we observe a perfect global volume

preservation. Most of the minimization work is done in the very first step and we

observe then a regular and fast evolution of ∇α L(α,λ ) while c(α) = ∇λ L(α,λ )
requires only two or three steps to be negligible. The high Fourier modes should be

cut off so that the volume correction does not make the system numerically unstable:

the small corrections can originate high frequencies oscillations that will be self-

exciting in the interaction.

We will now to present an application of our IBM implementation that is non

trivial and can take advantage of the Fourier representation of the immersed interface.

4 Application of the IBM and Conclusion

Let us consider a single bubble in a long rectangular cavity at rest. The flow velocity

at the initial time is null and the bubble is a circle. We equip the moving bubble with

a membrane that can contract or dilate periodically by forcing the boundary elasticity

coefficient in the Hooke law. We set:

σ(θ) = σ0

(
1+σ1

(
1+ sin

(
2π

t

P

))
(cos(θ)+1)

)
, (24)

where θ ∈ (0,2π) is the angle in the polar moving coordinate system attached to

the bubble. To be more specific if X is a point attached to the membrane, the corre-

sponding θ stays invariant with respect to X , no matter the X motion. θ ∈ (π
2
,3 π

2
)

corresponds to the anterior side of the bubble, and the posterior side is the opposite

side of the bubble.

The elasticity coefficient increases and decreases periodically in time with period

P. The variation of the elasticity coefficient in time is most pronounced around θ = 0,
and has less variation around θ = π. The largest contraction and relaxation move of

the membrane happens around θ = 0.
During the contraction phase, the posterior side of the membrane projects the

liquid inside the bubble toward the forward side. While this mass of liquid travels

forward, the posterior side of the membrane relaxes. It results overall in a motion

of the bubble forward. We observe from the numerical simulation that this motion is

maintained by two nice symmetric vortices that companion the bubble motion. Fig. 1

shows an established forward motion of the bubble with the bubble starting at rest

near the right side of the cavity. In this simulation, we have (σ0,σ1) = (200,5), and

the elasticity coefficient varies in the interval 200≤ σ(θ)≤ 4200. The center of the

bubble is centered on a symmetry axis of the rectangular cavity at t = 0. The solution

conserves this symmetry as time goes on. However, if the position of the bubble is

slightly shifted away of this axis at time t = 0, the no-slip boundary flow condition

rapidly breaks the symmetry. The direction of motion becomes unstable and the bub-

ble starts a (slow) chaotic motion. In practice a tail attached at the bubble at the θ = 0
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Fig. 1. Active bubble motion with time period 0.02

angle position should stabilize this motion because of viscosity forces. Alternatively,

a tandem of two “active” bubbles can pilot a larger body. We are currently studying

the optimum design of this setup using our simulation tool.

This motion of the “active bubble” with no flapping fins nor flagella, or helicoidal

motion [1] is an amazing example of fluid dynamic. We found particularly fascinat-

ing that the IBM technique, that is relatively simple to implement, gives access to

such complex fluid flow problems.
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Summary. An iterative substructuring method with Lagrange multipliers is considered for

the second order elliptic problem, which is a variant of the FETI-DP method. The standard

FETI-DP formulation is associated with a saddle-point problem which is induced from the

minimization problem with a constraint for imposing the continuity across the interface. Start-

ing from the slightly changed saddle-point problem by addition of a penalty term with a posi-

tive penalization parameter η , we propose a dual substructuring method which is implemented

iteratively by the conjugate gradient method. In spite of the absence of any preconditioners, it

is shown that the proposed method is numerically scalable in the sense that for a large value of

η , the condition number of the resultant dual problem is bounded by a constant independent of

both the subdomain size H and the mesh size h. We discuss computational issues and present

numerical results.

1 Introduction

Let us consider the following Poisson model problem

−∆u = f in Ω ,

u = 0 on ∂Ω ,
(1)

where Ω is a bounded polygonal domain in R2 and f is a given function in L2(Ω).
For simplicity, we assume that Ω is partitioned into two nonoverlapping subdomains

{Ωi}2
i=1 such that Ω =

⋃2
i=1 Ω i. It is well-known that problem (1) is equivalent to

the constrained minimization

min
vi∈H1(Ωi)

vi=0 on ∂Ω∩∂Ωi
v1=v2 on ∂Ω1∩∂Ω2

2

∑
i=1

(
1

2

∫

Ωi

|∇vi|2 dx−
∫

Ωi

f vi dx

)
. (2)

In a domain-decomposition approach, a key point is how to convert the constrained

minimization problem (2) into an unconstrained one. The most popular methods,
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developed for different purposes are the Lagrangian method, the method of penalty

functions, and the augmented Lagrangian method. Such various ideas have been in-

troduced for handling constraints as the continuity across the interface in (2) (see

[4, 6, 8]). The FETI-DP method is one of the most advanced dual substructuring

methods, which introduces Lagrange multipliers to enforce the continuity constraint

by following the Lagrangian method. In this paper, we propose a dual iterative sub-

structuring algorithm which deals with the continuity constraint across the interface

using the augmented Lagrangian method. Many studies of the augmented Lagrangian

method have been done in the frame of domain-decomposition techniques which be-

long to families of nonoverlapping Schwarz alternating methods, variants of FETI

method, etc. (cf. [1, 3, 8, 11])

This paper is organized as follows. In Section 2, we introduce a saddle-point for-

mulation for an augmented Lagrangian with a penalty term. Section 3 provides a dual

iterative substructuring method and presents algebraic condition number estimates.

In Section 4, we mainly deal with computational issues in view of implementation

of the proposed method and show the numerical results. For details omitted here due

to space restrictions, we refer the reader to [9].

2 Saddle-Point Formulation

Let Th denote a quasi-uniform triangulation on Ω . We consider the discretized vari-

ational problem for (1): find uh ∈ Xh such that

a(uh,vh) = ( f ,vh) ∀vh ∈ Xh, (3)

where a(uh,vh) =
∫

Ω ∇uh ·∇vh dx and ( f ,vh) =
∫

Ω f vh dx. Here, Xh is the standard

P1-conforming finite element space.

Before proposing a constrained minimization problem whose minimizer has a

connection with the solution of (3), we introduce some commonly-used notations.

We assume that Ω is decomposed into N non-overlapping subdomains {Ωk}N
k=1 such

that

(i) Ωk is a polygonally shaped open subset of Ω .

(ii) the decomposition {Ωk}N
k=1 of Ω is geometrically conforming.

(iii) Γkl denotes the common interface of two adjacent subdomains Ωk and Ωl .

Let us use Thk
to denote a quasi-uniform triangulation of Ωk, where we have match-

ing grids on the boundaries of neighboring subdomains across the interfaces. On

each Ωk, we set a finite-dimensional subspace Xk
h of H1(Ωk):

Xk
h = {vk

h ∈ C0(Ω k) | ∀τ ∈ Thk
, vk

h|τ ∈ P1(τ), vk
h|∂Ω∩∂Ωk

= 0}.

Next, we define a bilinear form on Xc
h ×Xc

h :

ah(u,v) =
N

∑
k=1

∫

Ωk

∇u ·∇vdx.
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where Xc
h = {v = (vk

h)k ∈∏N
k=1 Xk

h | v is continuous at each corner}.
It is well-known that solving the finite element problem (3) is equivalent to solv-

ing the saddle-point formulation: find a saddle point (uh,λh) ∈ Xc
h ×RE such that

L(uh,λh) = max
µh∈RE

min
vh∈Xc

h

L(vh,µh) = min
vh∈Xc

h

max
µh∈RE

L(vh,µh), (4)

where the Lagrangian L : Xc
h ×RE → R is defined by

L(v,µ) = J(v)+ 〈Bv,µ〉= 1

2
ah(v,v)− ( f ,v)+ 〈Bv,µ〉.

Here, B is a signed Boolean matrix such that for any v ∈ Xc
h , Bv = 0 which enforces

the continuity of v across the interface.

Now, we shall slightly change the saddle-point formulation (4) by addition of a

penalty term to the Lagrangian L. Let Jη be a bilinear form on Xc
h ×Xc

h defined as

Jη(u,v) = ∑
k<l

η

h

∫

Γkl

(uk−ul)(vk− vl)ds, η > 0,

where h = maxk=1,··· ,N hk. Given the augmented Lagrangian Lη defined by

Lη(v,µ) = L(v,µ)+
1

2
Jη(v,v),

we consider the following saddle-point problem:

Lη(uh,λh) = max
µh∈RE

min
vh∈Xc

h

Lη(vh,µh) = min
vh∈Xc

h

max
µh∈RE

Lη(vh,µh). (5)

Based on the characterization of a saddle-point formulation like problem (5) by a

variational problem in [7], it can be shown that the saddle-point of (5) is equivalent

to the solution of the following variational problem: find (uh,λh) ∈ Xc
h ×RE such

that

aη(uh,vh)+ 〈vh,B
T λh〉= ( f ,vh) ∀vh ∈ Xc

h ,

〈Buh,µh〉= 0 ∀µh ∈ RE .
(6)

Moreover, the primal solution uh of (6) is exactly equal to the solution of the varia-

tional problem (3).

3 Iterative Substructuring Method

The saddle-point formulation (6) is expressed in the following algebraic form




AΠΠ AΠe 0

AT
Πe A

η
ee BT

e

0 Be 0






uΠ

ue

λ


=




fΠ

fe

0


 , (7)
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where uΠ denotes the degrees of freedom (dof) at the interior nodes and the corners,

ue those on the edge nodes on the interface except at the corners. After eliminating

uΠ and ue in (7), we have the following system for the Lagrange multipliers:

Fη λ = dη (8)

where

Fη = BeS−1
η BT

e , dη = BeS−1
η ( fe−AT

ΠeA−1
ΠΠ fΠ ).

Here, Sη = S+ηJ = (Aee−AT
ΠeA−1

ΠΠ AΠe)+ηJ. Noting that Fη is symmetric positive

definite, we solve the resultant dual system (8) iteratively by the conjugate gradient

method (CGM). Hence, the key issue is to provide a sharp estimate for the condition

number of Fη .

Note that J in Sη is represented as J = BT
e D(JB)Be where D(JB) is a block di-

agonal matrix such that the diagonal block JB is a positive definite matrix induced

from
1

h

∫

Γi j

ϕψ ds ∀ϕ,ψ ∈ Xc
h |Γi j

.

Let us denote by Λ the space of vectors of dof associated with the Lagrange multi-

pliers where the norm ‖ · ‖Λ and the dual norm ‖ · ‖Λ ′ are defined by

‖µ‖2
Λ = µT D(JB)µ ∀µ ∈Λ and ‖λ‖Λ ′ = max

µ∈Λ

|〈λ ,µ〉|
‖µ‖Λ

∀λ ∈Λ .

In order to derive bounds on the extreme eigenvalues of Fη , we first mention

some useful properties.

Lemma 1. For S = Aee−AT
ΠeA−1

ΠΠ AΠe, there exists a constant C > 0 such that

vT
e Sve ≤CvT

e Jve ∀ve⊥KerBe.

Proposition 1. Let ‖ · ‖Sη be the norm induced by the symmetric positive definite

matrix Sη . For any λ ∈ RE ,

λ T Fη λ = max
ve 6=0

|vT
e BT

e λ |2
‖ve‖2

Sη

.

From Lemma 1 and Proposition 1, we have

Theorem 1. For any λ ∈Λ , we have that

1

C +η
‖λ‖2

Λ ′ ≤ λ T Fη λ ≤ 1

η
‖λ‖2

Λ ′ .

where C is the constant estimated in Lemma 1.

Using Theorem 1 based on Lemma 3.1 in [10], we now give the estimate of the

condition number κ(Fη).
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Corollary 1. We have the condition number estimate of the dual system (8)

κ(Fη)≤
(

C

η
+1

)
κ(JB), C =

λ S
max

2λ JB
min

,

where λ S
max and λ JB

min are the maximum eigenvalue of S and the minimum eigenvalue

of JB, respectively. Furthermore, the constant C is independent of the subdomain

size H and the mesh size h.

Corollary 2. For a sufficiently large η , there exists a constant C∗ independent of h

and H such that

κ(Fη)≤C∗.

In particular, assuming that each triangulation Thk
on Ωk is uniform, C∗ = 3.

Remark 1. To the best of our knowledge, the algorithm with such a constant bound

of the condition number is unprecedented in the field of domain decomposition.

Adding the penalization term Jη to the FETI-DP formulation results in a strongly

scalable algorithm without any domain-decomposition-based preconditioners even

if it is redundant in view of equivalence relations among the concerned minimization

problems.

4 Computational Issues and Numerical Results

4.1 Computational Issues

In focusing on the implementation of the proposed algorithm, the saddle-point for-

mulation in form of (7) is rewritten as follows



K
η
rr Krc BT

r

KT
rc Kcc 0

Br 0 0






ur

uc

λ


=




fr

fc

0


 , (9)

where uc denotes the dof at the corners and ur the remaining of dof. Eliminating ur

and uc in (9) yields

Fη λ = dη (10)

where

Fη = Frr +FrcF−1
cc FT

rc , dη = dr−FrcF−1
cc dc.

In view of implementation, the difference with the FETI-DP method ([4]) is that we

invert K
η
rr that contains the penalization parameter η . To compare our algorithm with

the FETI-DP method, we need to make a more careful observation of behavior of

(Kη
rr)
−1. Note that

Kη
rr = Krr +η J̃ =

[
Aii Aie

AT
ie Aee

]
+

[
0 0

0 ηJ

]

where J = BT
e D(JB)Be. Thanks to the specific type of discrete Sobolev inequality in

Lemma 3.4 of [2], we get the following estimate.
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Theorem 2. For each η > 0, we have that

κ(Kη
rr) .

(
H

h

)2(
1+ log

H

h

)
(1+η).

Theorem 2 shows how severely η damages the property of K
η
rr as η is increased.

Since K
η
rr is solved iteratively, it might be expected that the large condition number

of K
η
rr shown above may cause the computational cost relevant to K

η
rr to be more

expensive. We shall establish a good preconditioner for K
η
rr in order to remove a bad

effect of η . We introduce the preconditioner M as follows

M = Krr +η J̃ =

[
Aii 0

0 Aee

]
+

[
0 0

0 ηJ

]
.

Theorem 3. The condition number of the preconditioned problem grows asymptoti-

cally as

κ(M−1Kη
rr) :=

λmax(M
−1K

η
rr)

λmin(M−1K
η
rr)

.
H

h

(
1+ log

H

h

)
.

4.2 Numerical Results

Let Ω be [0,1]2 ⊂ R2. We consider the Poisson problem with the exact solution

u(x,y) = y(1− y)sin(πx).

The reduced dual problem (10) is solved iteratively by CGM. We monitor the con-

vergence of CGM with the stopping criterion
‖rk‖
‖r0‖ ≤ TOL, where rk is the dual

residual error on the k-th CG iteration and TOL=10−8. We decompose Ω into Ns

square subdomains with Ns = 1/H×1/H, where each subdomain is partitioned into

2×H/h×H/h uniform triangular elements.

First, we make a comparison between our proposed method and the FETI-DP

method from the viewpoint of the conditioning of the related matrices Fη and F .

Table 1 shows that the condition number κ(Fη) and the CG iteration number remain

almost constant when the mesh is refined and the number Ns of subdomains is in-

creased while keeping the ratio H/h constant. Moreover, we observe numerically

that the condition number of Fη is bounded by the constant 3 independently of h and

H, while the condition number in the FETI-DP method grows with increasing H/h

(cf. [4, 5]). In addition, it is shown in Table 1 that the proposed method is superior

to the FETI-DP method in the number of CG iterations for convergence. In Table 2,

the condition number of K
η
rr and M−1K

η
rr are listed to show how well the designed

preconditioner M for (Kη
rr)
−1 performs. It confirms that the influence of η on κ(Kη

rr)
is completely removed after adopting M.
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Table 1. Comparison between the proposed method (η = 106) and the FETI-DP method

(η = 0)

Ns
H
h

η = 106 η = 0

iter. no κ(Fη ) iter. no κ(F)

4×4

4 3 2.0938 14 7.2033

8 7 2.7170 23 2.2901e+1

16 13 2.9243 33 5.9553e+1

32 14 2.9771 48 1.4707e+2

8×8

4 3 2.0938 18 7.9241

8 7 2.7170 32 2.5668e+1

16 12 2.9245 48 6.7409e+1

16×16
4 3 2.0938 19 7.9461

8 7 2.7170 34 2.6324e+1

Table 2. Performance of preconditioner M for (K
η
rr)
−1 where Ns = 4×4

η
H
h = 4 H

h = 8 H
h = 16

κ(K
η
rr) κ(M−1K

η
rr) κ(K

η
rr) κ(M−1K

η
rr) κ(K

η
rr) κ(M−1K

η
rr)

0 43.2794 14.8532 228.0254 40.0332 1.1070e+3 104.3459

1 34.5773 11.8232 161.1716 28.7437 7.0562e+2 68.3468

101 91.3072 11.4010 420.1058 28.1835 1.8390e+3 67.6093

102 8.5119e+2 11.3525 3.9824e+3 28.1232 1.7513e+4 67.5325

103 8.4538e+3 11.3475 3.9616e+4 28.1170 1.7430e+5 67.5247

104 8.4480e+4 11.3470 3.9596e+5 28.1164 1.7421e+6 67.5240

105 8.4474e+5 11.3469 3.9593e+6 28.1164 1.7420e+7 67.5239

106 8.4473e+6 11.3469 3.9593e+7 28.1164 1.7420e+8 67.5239

107 8.4473e+7 11.3469 3.9593e+8 28.1164 1.7420e+9 67.5238

5 Conclusions

In this paper, we have proposed a dual substructuring method based on an augmented

Lagrangian with a penalty term. Unlike other substructuring methods, it is shown that

without any preconditioners, the designed method is scalable in the sense that for a

large penalty parameter η , the condition number of the relevant dual system has a

constant bound independent of H and h. In addition, we dealt with an implementa-

tional issue. An optimal preconditioner with respect to η is established in order to

increase the ease of use and the practical efficiency of the presented method.
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Summary. The numerical solution of very large 3D electromagnetic field problems are chal-

lenging for various applications in the industry. In this paper, we propose a nonoverlapping

domain decomposition approach for solving the 3D Maxwell equations on MIMD computers,

based on a mixed variational formulation. It is especially well adapted for the solution of the

Vlasov-Maxwell equations, widely used to simulate complex devices like particle injectors

or accelerators. This approach in particular leads to reuse without modification most of an

existing sequential code.

1 Introduction

In order to simulate complex devices like particle injectors and accelerators, we need

in some cases a full three-dimensional code for the solution of the Vlasov-Maxwell

equations. A three-dimensional code [7] has been written for this purpose and has

already been used for many applications (see [9]). This code solves the instationary

Maxwell equations with continuous approximations of the electromagnetic field. The

time-stepping numerical scheme is explicit thanks to a mass lumping procedure and

leads to an efficient algorithm. Moreover, in order to handle precisely the conditions

on the divergence of the fields, these are considered as constraints. They are dualized,

using a Lagrange multiplier, which yields a saddle-point variational formulation. In

this paper, we propose a domain decomposition approach for the parallelization of

this constrained 3D Maxwell solver. This choice allows us to reuse a large part of the

sequential code for the solution on each subdomain. We first recall the constrained

wave equation formulation of Maxwell’s equations. Then we introduce a adapted

variational formulation, the continuity at the interfaces being imposed by duality

using Lagrange multipliers. Next, we describe the discretization and derive a linear

system suitable for multiprocessor solution. The preconditioned Uzawa algorithm

used for the solution of this system is then described. And finally we present an

exemple of numerical application.
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2 Constrained Wave Equation Formulation

Let Ω be a bounded, open subset of R3, and Γ its boundary. We denote by n the unit

outward normal to Γ . Let c, ε0 and µ0 be respectively the light velocity, the dielectric

permittivity and the magnetic permeability, the Maxwell equations in vacuum read:

∂
−→
E

∂ t
− c2∇×−→B =− 1

ε0

−→
J , ∇·−→E =

ρ

ε0
, (1)

∂
−→
B

∂ t
+∇×−→E = 0, ∇·−→B = 0, (2)

where
−→
E and

−→
B are the electric and magnetic fields respectively. the charge and

current densities ρ and
−→
J satisfy the charge conservation equation:

∂ρ

∂ t
+∇ ·−→J = 0 . (3)

These quantities depend on the space variable −→x and the time variable t. It is well

known that when Maxwell’s equations are used in a Particle in Cell code, as the

continuity equation (3) is not generally satisfied numerically, special care needs to be

taken so that the Poisson equation ∇ ·−→E = ρ
ε0

remains satisfied throughout the length

of the computation [4]. The same problem occurs for the ∇ · −→B = 0 condition on

some unstructured meshes when the divergence of a curl is not close enough to zero.

If these constraints were not satisfied then spurious modes could polute the numerical

solution. This problem was dealt with in [1] by using a constrained wave equation

formulation of Maxwell’s equations that we recall in the case of perfectly conducting

boundary conditions. These are the only ones that we shall consider here, as the case

of any artificial boundary is not an issue for the parallelization. The electric field is

then computed using the following equations:

∂ 2−→E
∂ t2

+ c2∇×∇×−→E −∇p =− 1

ε0

∂
−→
J

∂ t
, ∇ ·−→E =

ρ

ε0
, (4)

together with the perfectly conducting condition
−→
E ×−→n = 0 on the boundary Γ ,

and the initial condition
−→
E (t = 0) =

−→
E 0. Moreover, dealing with a second-order

problem, we add an initial condition for ∂t
−→
E , directly obtained from (1) as t = 0.

To enforce the divergence constraint on the electric field we have introduced the

Lagrange multipliers p to dualize the constraint in (1). The treatment on the magnetic

field is performed in the same way.

3 Variational Formulations

Let us first introduce a few notations. The bounded domain Ω is subdivided into

N disjoint subdomains that we denote by Ωi, 1 ≤ i ≤ N. The boundary between
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subdomains i and j, if not empty, will be denoted by Σi j and the whole internal

boundary of subdomain i will be denoted by Σi = ∪ jΣi j. Moreover for a distribution

T ∈ H−1/2(Σi j)
3 and a function f ∈ H1/2(Σi j)

3, 〈T, f 〉Σi j
denotes the corresponding

duality product. Let us also recall the definitions of the functional spaces:

H(curl,Ω) = {−→E ∈ L2(Ω)3,∇×−→E ∈ L2(Ω)3},
H(div,Ω) = {−→E ∈ L2(Ω)3,∇ ·−→E ∈ L2(Ω)},

H0(curl,Ω) = {−→E ∈ H(curl,Ω),
−→
E ×−→n = 0 on Γ }.

In fact we are dealing with a time-dependant problem and we should include this
dependency in the definition of the functionnal spaces. For sake of simplicity we will
only assume that every formulations in the sequel hold for almost any t in the time
interval [0,T]. The variational formulation for the constrained equation of the electric
field on the whole domain, is obtained first by multiplying the wave equation in

(4) by
−→
F ∈H0(curl,Ω)∩H(div,Ω) (denoted H0(curl,div,Ω)). Then integrating by

parts over Ω , we get a first mixed variational formulation which is well posed since

the well known inf-sup condition [3, 5] is fulfilled. Adding c2
∫

Ω ∇ · −→E ∇ · −→F d−→x
to its LHS and c2/ε0

∫
Ω ρ ∇ · −→F d−→x to its RHS, we get an augmented variational

formulation which reads:

Find (
−→
E , p) ∈ H0(curl,div,Ω)×L2(Ω) such that :

d2

dt2

∫

Ω

−→
E ·−→F d−→x + c2

(∫

Ω
∇×−→E ·∇×−→F d−→x +

∫

Ω
∇ ·−→E ∇ ·−→F d−→x

)
+
∫

Ω
p∇ ·−→F d−→x

=− 1

ε0

d

dt

∫

Ω

−→
J ·−→F d−→x + c2/ε0

∫

Ω
ρ ∇ ·−→F d−→x ∀−→F ∈ H0(curl,div,Ω), (5)

∫

Ω
∇ ·−→E qd−→x =

1

ε0

∫

Ω
ρqd−→x ∀q ∈ L2(Ω). (6)

This formulation is well posed as well. In order to get a Maxwell solver suitable for

multiprocessor computation, we introduce a variational formulation, which allows to

treat each subdomain Ωi separately. The continuity conditions are expressed on the

tangential and the normal part separately. The continuity conditions across the inter-

faces Σi j, i.e. between the different subdomains, are written as [
−→
E ×−→n i]Σi j

= 0 and

[
−→
E ·−→n i]Σi j

= 0 where [.]Σi j
is the jump across Σi j and −→n i the unit normal outward

vector to Ωi. Now, to handle these conditions, we enforce the continuity of the elec-

tric field by duality, introducing Lagrange multipliers on the subdomain interfaces.

This method is similar in spirit to the dual Schur complement method as in [6]. A du-

alization procedure was also used in [2] to deal with continuity at material interfaces.

We thus introduce the new unknowns
−→
λ i j, which are the Lagrange multipliers of the

above constraints. We define the functional space associated to the broken domain

with no continuity requirement at the interfaces:

X0 = {−→E ∈ L2(Ω)3,
−→
E |Ωi

∈ H(curl,Ωi)∩H(div,Ωi),
−→
E ×−→n = 0 on Γ }.

Next we define the trace space on the internal boundaries
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M =
{−→µ ∈∏

i j

(H1/2(Σi j))
3; ∃−→F ∈ H0(curl,div,Ω) with

−→
F |Σi j

=−→µ |Σi j
=−→µ i j

}
.

We shall decompose at any point of an internal boundary which is not shared by more

than two subdomains any trace vector
−→µ in µn its normal component and

−→µ T its

tangential component.The orientation of −→n is chosen so that the normal be outward

for the subdomain with the smallest index. This decomposition is well defined almost

everywhere on the internal boundary. We recall that the scalar components of the

tangential traces of fields in H(curl,Ωi) along Σi j, as well as the normal traces of

fields in H(div,Ωi) are defined in H−1/2(Σi j). Then, the spaces H1/2(Σi j) will be

the natural functional spaces for these Lagrange multipliers
−→
λ i j. Then, from the

augmented formulation (5)-(6) the new variational formulation defined on the whole

broken domain Ω reads:

Find (
−→
E , p,

−→
λ ) ∈ X0×L2(Ω)×M such that :

d2

dt2 ∑
i

∫

Ωi

−→
E ·−→F d−→x + c2

(
∑

i

∫

Ωi

∇×−→E ·∇×−→F d−→x +∑
i

∫

Ωi

∇ ·−→E ∇ ·−→F d−→x
)

+∑
i

∫

Ωi

p∇ ·−→F d−→x +∑
i j

(〈λn, [
−→
F ·−→n ]〉Σi j

+ 〈−→λ T , [
−→
F ×−→n ]〉Σi j

)

=− 1

ε0

d

dt
∑

i

∫

Ωi

−→
J ·−→F d−→x + c2/ε0 ∑

i

∫

Ωi

ρ ∇ ·−→F d−→x ∀−→F ∈ X0, (7)

∑
i

∫

Ωi

∇ ·−→E qd−→x =
1

ε0
∑

i

∫

Ωi

ρqd−→x ∀q ∈ L2(Ω), (8)

∑
i j

(〈µn, [
−→
E ·−→n ]〉Σi j

+ 〈−→µ T , [
−→
E ×−→n ]〉Σi j

) = 0 ∀−→µ ∈M, (9)

Following the strategy by Raviart and Thomas [8] it has been proven that this prob-

lem has a unique solution (
−→
E , p,

−→
λ ) of which (

−→
E , p) is the solution to the problem

posed in the whole domain:

Theorem 1. Assuming that Ω is a convex polyhedron, problem (7)–(9) has a unique

solution (
−→
E , p,

−→
λ )∈X0×L2(Ω)×M. Moreover, (

−→
E , p)∈H0(curl,Ω)∩H(div,Ω)×

L2(Ω) is the solution to the problem (5)–(6) and we have λn = ( c2

ε0
ρ − c2∇ · −→E −

p)Σi j
,
−→
λ T = c2(∇×−→E )T |Σi j

on Σi j.

4 Space and Time Discretization

We assume that the domain Ω is first meshed with tetrahedra and then a mesh par-

titioner is used to subdivide the mesh into disjoint sub-meshes which correspond to

the subdomains Ωi, so that the intersection of the subdomains consists of faces of

tetrahedra which coincide on each side. Following the method described in [1, 2],

Taylor-Hood elements are used. For this purpose the coarse mesh of tetrahedra T2h
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is subdivided, each tetrahedron being subdivided into eight sub-tetrahedra to give

the finer mesh Th. We shall denote by (ϕk)k the P1 basis functions on the finer

mesh and by (ψl)l the P1 basis functions associated to the coarser mesh. Let us

also denote by P1
h (Ωi) the P1 space defined on the fine mesh of Ωi and P1

2h(Ωi) the

P1 space defined on the coarse mesh of Ωi. We define Vhi ⊂ P1
h (Ωi)

3 the finite di-

mensional space associated to H0(curl,Ωi)∩H(div,Ωi) and L2h ⊂ P1
2h(Ωi) the finite

dimensional space associated to L2(Ωi) in the conforming finite element approxima-

tion, see [1] for more precisions. We can now introduce the finite dimensional space

Thi j = {−→τ ∈ P1
h (Σi j)

3,−→τ (x) ·−→n i = 0} for the discretization of the interfaces.

Then, we introduce the matrices associated to the different terms in the vari-

ational formulation. For the domain Ωi, we denote by Mi the lumped mass ma-

trix for vectors on the fine mesh and M2i the lumped mass matrix correspond-

ing to scalars on the coarse mesh. We denote by Ki the matrix corresponding to

c2
∫

Ωi
∇×−→E i ·∇×

−→
F i d−→x + c2

∫
Ωi

∇ ·−→E i ∇ ·−→F i d−→x , Li the matrix corresponding to
∫

Ωi
∇ · −→E i qi d−→x and Ri j the matrix corresponding to 〈−→E i · −→µ i j〉. Moreover for any

matrix A, AT denotes the transpose of A. In order to verify the discrete inf-sup con-

dition, the electric field is approximated on the finer mesh Th (with the subscript h),

whereas the Lagrange multiplier p is approximated on the coarser mesh T2h (with

the subscript 2h). With this notation problem (7)–(9) discretized in space becomes

d2

dt2
Mi
−→
E hi(t)+Ki

−→
E hi +LT

i p2hi +∑
j

εi jR
T
i j

−→
λ hi j =− 1

ε0

d

dt
Mi
−→
J hi(t) (10)

Li
−→
E hi(t) =

1

ε0
M2iρ2hi (11)

Ri j(
−→
E hi−

−→
E h j) = 0, (12)

with εi j defined by εi j = 1 if i < j and εi j =−1 if i > j. For time differentiation we

choose an explicit centered scheme of order two (the leap-frog scheme), where ∆ t is

the time-step and tn = n∆ t are the discrete times. In order to enforce the constraints

numerically the Lagrange multipliers are defined at the most advanced time steps.

This yields, in each of the subdomain Ωi, the following matrix problem which needs

to be solved at each time step:

Mi
−→
E n+1

hi +LT
i pn+1

2hi +∑
j

εi jR
T
i j

−→
λ n+1

hi j =
−→
F n

i (13)

Li
−→
E n+1

hi =
1

ε0
M2iρ

n+1
2hi (14)

Ri j(
−→
E n+1

hi −
−→
E n+1

h j ) = 0, (15)

where
−→
F n

i contains all the terms being known at time tn+1.

Let us now give an expression of the full linear system, involving all the sub-

domains. We denote −→u = (
−→
E 1, p1, . . . ,

−→
E N , pN)T and

−→
λ = (

−→
λ 12, . . .)

T . Then the

linear system to be solved has the form:
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(
A RT

R 0

)(−→u−→
λ

)
=

(−→
G

0

)
(16)

where

A =




A1 0 0

0
. . . 0

0 0 AN


 , Ai =

(
Mi LT

i

Li 0

)

and
−→
G is the vector built up with the right-hand sides of (13) and (14). We chose

to solve this system with an iterative algorithm, similar to the Uzawa algorithm.

Noticing that we can eliminate the unknowns (
−→
E 1, p1, . . . ,

−→
E N , pN) in the system

to get RA−1RT
−→
λ = RA−1−→G , the Uzawa algorithm amounts to using a conjugate

gradient algorithm on this latter system. The solution of this system involves the

inversion of A which amounts to the local solution on each subdomain of the original

constrained problem which was solved in the sequential code.

5 Solution of the Doubly Constrained System

In order to solve this doubly constrained system we shall use two embedded precon-

ditioned Uzawa algorithms. The preconditioner of the outer Uzawa problem must

be an approximate inverse of RA−1RT . We first remark that the columns of R cor-

responding to the degrees of freedom pi are identically null. Therefore we have to

find an approximate of R̃Ã−1R̃T where R̃ (resp. Ã) is the N×m (resp. N×N) block

submatrix extracted from R (resp. A) by eliminating the blocks related to the pi’s.

The analysis of the inner system yields that on each sub-domain i:

Ãi = M−1
i −M−1

i LT
i (LiM

−1
i LT

i )−1LiM
−1
i .

The simplest preconditionner of the outer Uzawa problem is therefore defined as

Pout = R̃DR̃T where D is a block diagonal matrix, each block Di being a diago-

nal approximation of Ãi. Noticing that LiM
−1
i LT

i is the inner Uzawa operator we

chose Di = diag(M−1
i −M−1

i LT
i P−1

in,i LiM
−1
i ) with Pin,i the preconditionner of the in-

ner Uzawa problem. At every iteration of the outer Uzawa algorithm, we have to

solve on each subdomain Ωi the linear system:

{
Mi
−→
E i +LT

i pi =
−→
b i

Li
−→
E i = ci

with the inner Uzawa algorithm. Note that, thanks to the chosen distribution of the

matrix R, the outer Uzawa algorithm involves only local matrix vector products and

reductions in addition to the local inner Uzawa solves.
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6 Numerical Application

We present a classical test case related to the time evolution of a cavity resonant

mode. We consider a cubic cavity enclosed in a perfect conductor in a cube of side

equal to one. At time t = 0 we initialize the field components in the whole domain

with the analytical expressions calculated at the initial time. Then the field values ob-

tained at the final computational time t = Tf can be compared with the exact solution.

The cube is discretized by cutting each side into 16 pieces and then each resulting

smaller cube into 6 tetrahedra. This gives us the coarse mesh. The associated fine

mesh then consists of 196608 elements. We performed the domain decomposition

by hand using the specificity of our mesh. The fields depicted on Fig. 1 enable us

to verify visually that the results are correct, which is confirmed by comparison to

the analytical results. The results are identical for the runs on different numbers of

processors. We have also verified that even with an irregular partitionning such as

those obtained with Metis the results are correct as well. In order to verify the ef-

Fig. 1. Components Ex and Ez computed on 4 processors

ficiency of the parallelization, we ran this test case on 1, 2, 4, 8 and 16 processors.

Except, when going from 1 to 2 processors which does not give any improvement

due to the overhead linked to the outer Uzawa the speed-up is proportional to the

number of processors which corresponds to the optimal performance one can expect

from the parallelization. For instance, for 300 time steps without diagnostics on an

Origin 2000 with R10000 processors, the computation times are 6 min 27 s for one

processor, 3 min 33 s for 4 processors and 53 s for 16 processors. However, these

results about the efficiency of this parallelization algorithm must be assessed with

regard to the accuracy achieved on the continuity of the solution at the interfaces and

moreover to the error between the result on one processor and the results on several

ones.
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7 Conclusion

In this paper, we presented a nonoverlapping domain decomposition approach for

solving the three-dimensional time-dependent Maxwell equations. It is constructed

from a mixed variational formulation, as a constraint on the divergence is taken into

account explicitely. For this purpose, it is especially well adapted for the solution

of the Vlasov-Maxwell equations, widely used in the framework of plasma physics

or hyperfrequency devices simulations. The domain decomposition methodology we

chose to implement has the important asset, which led us to choose it, that it enables

to reuse without modification most of the existing sequential code. It requires only

to add an external Uzawa algorithm in order to enforce the continuity of the fields at

the subdomain interfaces.
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Summary. Optimized Schwarz methods have been developed at the continuous level; in or-

der to obtain optimized transmission conditions, the underlying partial differential equation

(PDE) needs to be known. Classical Schwarz methods on the other hand can be used in

purely algebraic form, which have made them popular. Their performance can however be

inferior compared to that of optimized Schwarz methods. We present in this paper a discovery

algorithm, which, based purely on algebraic information, allows us to obtain an optimized

Schwarz preconditioner for a large class of numerically discretized elliptic PDEs. The algo-

rithm detects the nature of the elliptic PDE, and then modifies a classical algebraic Schwarz

preconditioner at the algebraic level, using existing optimization results from the literature on

optimized Schwarz methods. Numerical experiments using elliptic problems discretized by

Q1-FEM, P1-FEM, and FDM demonstrate the algebraic nature and the effectiveness of the

discovery algorithm.

1 Introduction

Optimized Schwarz methods are based on transmission conditions between subdo-

mains which are different from the classical Dirichlet conditions. The transmission

conditions are adapted to the partial differential equation in order to lead to faster

convergence of the method. Optimized transmission conditions are currently avail-

able for many types of scalar PDEs: for Poisson problems including a diagonal

weight, see [3], for indefinite Helmholtz problems, see [4] and for advection reac-

tion diffusion problems, see [2, 5]. More recently, it was shown that one can easily

transform a classical algebraic Schwarz preconditioner such as restricted additive

Schwarz (RAS) methods, into an optimized one, by simply changing some matrix

entries in the local subdomain matrices, see [6]. However, in order to know what

changes to make, one needs to know what the underlying PDE is, and thus the opti-

mized RAS method has so far not become a black box solver, in contrast to classical

RAS. We propose in this paper a discovery algorithm which is able to extract all the

required information from the given matrix, and thus to make optimized RAS into a

black box solver, for discretizations of the elliptic partial differential equation
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ν∆u+a ·∇u−ηu = f in Ω , (1)

with suitable boundary conditions. Here, ν , a and η are all functions of x, and by

a suitable choice, we can handle all elliptic PDEs for which currently optimized

transmission conditions are known. In this paper, we focus on Robin transmission

conditions, which are of the form

(∂n + p)ui = (∂n + p)u j (2)

at the interface between subdomain i and j. In general, the optimized scalar parame-

ter p depends on the local mesh size h, the overlap width Ch, the interface diameter

L, and the coefficients of the underlying PDE, i.e. p = p(h,Ch,L,ν ,a,η).
A discretization of (1) leads to a linear system of equations of the form

Au = (K +S +M)u = f, (3)

where K is the stiffness matrix, KI = 0 with I the vector of all ones, S is skew-

symmetric from the advection term of the PDE, SI = 0, and M is a mass matrix

from the η term in the PDE. For a black box preconditioner, only the matrix A is

given, and the decomposition (3) needs to be extracted automatically, in addition to

the mesh size and the diameter of the interface, in order to use the existing formulas

for the optimized parameter p in a purely algebraic fashion. We also need to extract

a normal derivative for (2) algebraically.

In what follows, we assume that we are given the restriction operators R j and R̃ j

of a restricted additive Schwarz method for the linear system (3), and the associated

classical subdomain matrices A j := R jART
j . The restricted additive Schwarz precon-

ditioner for (3) would then be ∑ j R̃T
j A−1

j R j, and the optimized restricted additive

Schwarz method is obtained by slightly modifying the local subdomain matrices A j

at interface nodes, in order to obtain Ã j, which represent discretizations with Robin,

instead of Dirichlet boundary conditions, see [6]. In order for this replacement to

lead to an optimized Schwarz method, an algebraic condition needs to be satisfied,

which requires a minimal overlap and a certain condition at cross-points; for details,

see [6].

2 Discovery Algorithm

We now describe how appropriate matrices Ã j for an optimized Schwarz precon-

ditioner can be generated algebraically for discretizations of the PDE (1) given in

matrix form (3). There are three steps in the algorithm to generate the modified Ã j:

1. Interface detection.

2. Extraction of physical and discretization parameters.

3. Construction of the optimized transmission condition.
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2.1 Interface Detection

For a matrix A ∈ RN×N , let S(A) be its canonical index set, i.e. the set of integers

going from 1 to N, and let c∈NN be its multiplicity, i.e. ci contains the total number

of non-zero entries in the corresponding row of A. For a subdomain decomposition

given by restriction matrices R j, let the matrix A j = R jART
j have the canonical index

S(A j) with multiplicity c j. Then the set of indices B(A j) representing the interfaces

of subdomain j corresponds to the non-zero entries of c j−R jc, where c is the multi-

plicity of A. The set B(A j) indicates which rows of the matrix A j need to be modified

in order to obtain Ã j for an optimized preconditioner.

2.2 Extraction of Physical and Discretization Parameters

We start by guessing the decomposition (3) of A by computing

S =
1

2
(A−AT ), M = diag(AI), K =

1

2
(A+AT )−M. (4)

This approach does not necessarily find the same parts one would obtain by know-

ing the discretization: for example we can only guess a lumped mass matrix and not

discover an upwind scheme. The parts we obtain however correspond to a decompo-

sition relevant for the problem.

Definition 1. Using (4) for each interface node i, we define the

• local viscosity indicator: νi := ∑ j |Ki j|/(2(ci−1)),
• local advection indicator: αi := max j |Si j|,
• local zeroth order term indicator: ηi := sign(Kii)Mii.

These three indicators are enough to reveal the PDE-like properties of the matrix

at the interface:

1. νi > 0, ηi = 0 and αi = 0: Poisson equation.

2. νi > 0, ηi > 0 and αi = 0: Poisson equation with weight, or implicit heat equa-

tion, see [3].

3. νi > 0, ηi < 0 and αi = 0: indefinite Helmholtz equation, see [4].

4. νi > 0 , ηi = 0 and αi 6= 0: advection-diffusion equation, see [5].

5. νi > 0 , ηi > 0 and αi 6= 0: implicit advection-diffusion equation, see [2].

In the other cases (except if (1) has been multiplied by minus one, which can also

be treated similarly), optimized transmission conditions have not yet been analyzed,

and we thus simply apply RAS for that particular row. We next have to estimate the

local mesh size hi. The indicators above contain in general this information, for ex-

ample for a standard five point finite difference discretization of η −ν∆ , we would

obtain νi = ν
h2 , but we cannot detect the mesh size h separately without further in-

formation. In addition, the algebraic equations could have been scaled by h, or h2, or

any other algebraically useful diagonal scaling. However, in general, the optimized

parameter p is also scaled accordingly: the analytical formulas for p all contain the
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size of the interface L and the mesh spacing h in a certain relation. Since the latter

are both interface related quantities, we use the trace of the discovered Laplacian in

order to estimate them.

Definition 2. The relevant local mesh size at point i ∈B(Ak) is

hk
i ≈

(
∑

j

|(Kk)i j|/(2ci−1)
)−1/2

, (5)

where Kk is the trace of the discovered Laplacian and ci is its associated multiplicity.

We finally need to estimate the interface diameter L of each interface. To this

end, we need to discover the dimension of the problem is. This can be achieved

using the ratio of interior nodes versus interface nodes in each subdomain. Solving

the equation (# denotes the cardinality of the set)

#B(Ak) = (#S(Ak))
d−1

d (6)

for d in each subdomain, we obtain an estimate for the dimension denoted by d̄k.

We accept a fractional dimension because it is not uncommon for example for three

dimensional domains to represent thin shells.

Definition 3. The diameter of each interface L = L jk between subdomain j and k is

estimated for 2d and 3d problems by

L jk := (#Bk(A j))
− d̄k−2

d̄k−1 ∑
i∈Bk(A j)

h
j
i , (7)

where Bk(A j) denotes the interface nodes of subdomain j with subdomain k.

2.3 Construction of the Optimized Transmission Condition

In order to construct an algebraic approximation to the Robin transmission condition

(2), we need a normal derivative approximation. Suppose that row i was identified as

an interface node. For this row, we can partition the indices denoting the position in

the row with non-zero elements into three sets:

1. the diagonal entry denoted by set {i},
2. the off-diagonal entries that are not involved in the interface denoted by Ii for

interior,

3. the off-diagonal entries that are on the interface, denoted by Fi.

These indices take values in the set of integers indexing the full matrix A, but in

order to simplify what follows, we re-label these indices from 1 to J. Let {x j}J
j=1

be a set of arbitrary spatial points with associated scalar weights {w j}J
j=1, and let

δx ji = x j−xi. In order to define a normal derivative at the point xi, we assume that
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‖δx ji‖ ≤ h, and ∑
j∈Fi

w jδx ji = O(h2), (8)

and we define an approximate unit outward normal vector n at xi by

n =− ∑
j∈Ii

w jδx ji/‖ ∑
j∈Ii

w jδx ji‖. (9)

A situation might arise were the set Ii is empty. In this case the connectivity of the

matrix must be exploited in order to find a second set of points connected to the

points in Fi. By removing the points lying on any boundary a new set Ii can be

generated. This procedure can be repeated until the set is non-empty. Let the vectors

τk, k = 1, ...,d−1 be an orthonormal basis spanning the tangent plane implied by n

at xi, i.e. n · τk = 0.

Proposition 1. If conditions (8) are satisfied, and in addition wi = −∑ j 6=i w j, then

for a sufficiently differentiable function u around xi, we have

− ∑J
j=1 w ju(x j)

‖∑ j∈Ii
w jδx ji‖

= n ·∇u(xi)+O(h). (10)

Proof. Using a Taylor expansion, and the sum condition on w j, we obtain

J

∑
j=1

w ju(x j) =
J

∑
j=1

w j(u(xi)+δx ji ·∇u(xi)+O(h2))

= (wi + ∑
j 6=i

w j)u(xi)+ ∑
j 6=i

w jδx ji ·∇u(xi)+O(h2)

= ∇u(xi) ·∑
j 6=i

w jδx ji +O(h2).

Now using the second condition in (8), and the decomposition of the gradient into

normal and tangential components, ∇u(xi) = u0n+∑d−1
k=1 ukτk, we get

J

∑
j=1

w ju(x j) = ∇u(xi) · ∑
j∈Ii

w jδx ji +O(h2),

= u0n · ∑
j∈Ii

w jδx ji +
d−1

∑
k=1

ukτk · ∑
j∈Ii

w jδx ji +O(h2).

The double sum vanishes, since the sum on j equals n up to a multiplicative constant

and n · τk = 0. Now using the definition of the approximate normal n, and using that

u0 = n ·∇u(xi), leads to the desired result.

Note that the formula for the approximation of the normal derivative (10) does

not need the explicit computation of a normal or tangential vector at the interface.

Definition 4. An approximation AI
i to the normal derivative is generated from matrix

A at a line i having a non-empty set Ii by performing (in this order): aii = 0, ai j = 0

for j ∈ Fi, aii =−∑ j 6=i ai j.
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There are also optimized Schwarz methods with higher order transmission con-

ditions, which use tangential derivatives at the interfaces. Such methods involve for

the Poisson equation the Laplace-Beltrami operator at the interface, see [3], or more

generally the remaining part of the partial differential operator, see for example [2]

or [1]. If we want to use higher order transmission conditions also at the algebraic

level, we need to extract the corresponding discretization stencil at the interface as

well. This stencil has the same dimensions as AI
i and contains all the coefficients

lying in F.

Definition 5. The complement of AI
i is the matrix AF

i generated from matrix A at a

line i having a non-empty set Ii by performing (in this order): aii = 0, ai j = 0 for

j ∈ Ii, aii =−∑ j 6=i ai j.

The matrices used to detect the nature of the PDE cannot be employed in the

construction of the optimized transmission operator, because they might be rank de-

ficient. The detected mass matrix could be employed, if one is present. However,

for more generality, we choose the diagonal mass matrix for an interface node i as

Di = h2
i Aii: its sign is correct for the elliptic operator for the definite case; for the

indefinite case, it needs to be multiplied by −1. From Definitions 4 and 5, and the

first of the assumptions (8), we see that the normal and complement matrices are

both O(1) (the complement is a difference of 2 normal derivatives at the interface

divided by h). However, the entries in the matrix are proportional to 1/h2. Thus the

normal derivative needs a scaling factor of 1/h. Consequently, both the mass and

complement matrices are divided by h.

The algebraic representation of the transmission condition for domain k in the

matrix is then given by

Tk ≡ diag
(pk

hk

Dk

)
+AI

k +diag
(qk

hk

)
AF

k , (11)

where the division of a vector by a vector is component wise.

3 Numerical Experiments

We consider three different discretizations, FDM, Q1-FEM, and P1-FEM applied to

an a priori unknown positive definite Helmholtz operator. In all cases the solution is

u(x,y) = sin(πx)sin(πy) on the domain (0,1)× (0,1) with Dirichlet boundary con-

ditions. We present results for the iterative form of the algorithm and its acceleration

by GMRES. For all cases a starting vector containing noise in (0,1) was employed.

In the first set of experiments, see Table 1, a square corner (0,1/2)× (0,1/2) is

considered as one of the two subdomains, and the L-shaped rest is the other subdo-

main. These domains are uniformly discretized for the first experiment by a finite

difference method, and for the second experiment by a Q1 finite element method. In

each experiment, an overlap of two mesh sizes is added. We can see from Table 1

that the optimized Schwarz methods generated purely algebraically from the global
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h 1/8 1/16 1/32 1/64 1/128 1/256

Q1-FEM:

iterative: RAS 6 15 32 67 136 275

iterative: O0 8 14 23 33 48 65

iterative: O2 8 13 19 24 30 36

GMRES: RAS 4 6 10 13 19 26

GMRES: O0 5 7 9 12 15 19

GMRES: O2 5 7 9 11 13 16

FDM:

iterative: RAS 7 16 32 67 136 275

iterative: O0 8 16 27 42 63 90

iterative: O2 8 15 24 33 43 53

GMRES: RAS 4 8 11 17 24 35

GMRES: O0 4 6 8 10 14 17

GMRES: O2 5 6 9 10 12 14

Table 1. Structured corner domain: the same algebraic algorithm was employed

matrix perform significantly better than the classical Schwarz method, both for the

iterative and the GMRES accelerated versions.

We next show an example of a triangularly shaped decomposition of the square

into two subdomains, as shown in Fig. 1. The discretization is now performed using
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1

Fig. 1. Left panel: triangularly shaped domain Ω1 extended by an overlap of size 3h.

Right panel: non-convex domain Ω2.

an unstructured triangular mesh and a P1 finite element discretization. We show in

Table 2 again a comparison of the iteration counts for the classical and various op-

timized Schwarz methods, obtained purely at the algebraic level with the discovery

algorithm. We observe again that substantial gains are possible.
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Triangles 534 2080 8278

P1-FEM:

iterative: RAS 16 35 71

iterative: O0 12 22 32

iterative: O2 11 18 24

GMRES: RAS 11 14 20

GMRES: O0 8 11 15

GMRES: O2 8 11 14

Table 2. Unstructured corner domain: the same algebraic algorithm was employed
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On the Convergence of Optimized Schwarz Methods

by way of Matrix Analysis
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Summary. Domain decomposition methods are widely used to solve in parallel large linear

systems of equations arising in the discretization of partial differential equations. Optimized

Schwarz Methods (OSM) have been the subject of intense research because they lead to algo-

rithms that converge very quickly. The analysis of OSM has been a very challenging research

area and there are currently no general proofs of convergence for the optimized choices of the

Robin parameter in the case of overlap. In this article, we apply a proof technique developed

for the analysis of Schwarz-type algorithms using matrix analysis techniques and specifically

using properties of matrix splittings, to the Optimized Schwarz algorithms. We thus obtain

new general convergence results, but they apply only to large Robin parameters, which may

not be the optimal ones.

1 Introduction

Schwarz iterative methods for the solution of boundary value problems have been

extensively studied; see, e.g., [12, 14, 16]. When some of these methods are used as

parallel preconditioners, they have been shown to scale perfectly in many thousands

of processors; see, e.g., [6].

The main idea is to split the overall domain Ω into multiple subdomains Ω =
Ω1 ∪Ω2 ∪ ·· · ∪Ωp, then solve Dirichlet problems on each subdomain, and iter-

ate. This is usually refered to as multiplicative Schwarz methods. There are many

variants, which we name after the type of boundary condition used on the artificial

interfaces, for instance Schwarz-Neumann or Schwarz-Robin. While the classical

Schwarz methods (with Dirichlet boundary conditions on the artificial interface) are

very well understood, [12, 14, 16], less progress has been made in the theory of

Schwarz-Robin methods. In this paper, we present a new convergence result for large

Robin parameters, which may be useful in certain situations.

One difficulty with Schwarz-Robin algorithms is the choice of the real parameter

α for the differential operator αu+Dν u (Dν is a normal derivative) on the artificial

interface. The first analysis of a Schwarz-Robin method was performed with some

generality by Lions [9] for the case of zero overlap. It is well-known that overlap usu-

ally improves the convergence rate of Schwarz algorithms. Detailed studies for the
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overlap case do exist for the case of simple domains, such as rectangles, half planes,

or hemispheres, and the main analytical tool is the use of Fourier transforms. For

a history, review, analysis and extensive bibliography of such methods, see [5]. For

general domains, and two overlapping subdomains, Kimn [7, 8], proved convergence

of the method under certain conditions; see also [10].

The main contribution of this paper is to show convergence of the (multiplicative)

Schwarz-Robin iteration for elliptic problems on p general subdomains of a general

two-dimensional domain, when α is sufficiently large.

For classical Schwarz methods, algebraic representations have been proposed;

see [1, 4, 11] and references therein. Our approach is inspired by some of these

papers, and by [7, 8, 15], and it was prompted by some general matrix analytic con-

vergence results in the very recent paper [3] based on the theory of splittings. We are

able to apply these new results using an inverse trace inequality, which we prove in

Lemma 1 in Sec. 2.

1.1 Model Problem and Notation

Let Ω be an open region in the plane. For simplicity, we consider the problem

∆u = f in Ω , with u = 0 on ∂Ω ; (1)

although our proof holds, mutatis mutandis, for any symmetric and coercive elliptic

operator.

We use a piecewise linear finite element discretization of (1). We denote by

T = Th the triangulation of the finite element method (which depends on the mesh

parameter h), and by vi its vertices.

For the description of the discretized problem, we abuse the notation, and call

u the vector of nodal values which approximate the function u at the nodes vi. The

discretized problem is then

Au = f ,

where the n×n matrix A has entries

Ai j =
∫

Ω
∇ϕi ·∇ϕ j,

with ϕi and ϕ j being piecewise linear basis functions corresponding to vertices vi and

v j of the finite element discretization. The finite element space is denoted Vh,0(Ω)⊂
H1

0 (Ω).
We now define Schwarz and Optimized Schwarz algorithms. First, we introduce

the notion of restriction matrices. This is a matrix R of the form

R =




0 0 1 0 0 0

0 1 0 0 0 0

0 0 0 0 1 0


 ,

i.e, the m×n matrix R is formed by taking m rows from an n×n permutation matrix.

The transpose RT is known as a prolongation matrix. Note that RRT = Im, the identity

in the m-dimensional space.



Matrix Analysis for OSM 365

Given a domain decomposition Ω = Ω1∪ ·· ·∪Ωp, such that each Ωi is a union

of triangles in Th, we can form restriction matrices R1, . . . ,Rp which restrict to those

vertices in the interior of Ωi. These matrices are uniquely determined up to permu-

tation of the rows.

Let u0 ∈ V0(Ω). The (multiplicative) Schwarz iteration can be phrased alge-

braically as

u
k+ j

p
= u

k+ j−1
p

+M j( f −Au
k+ j−1

p
) for k = 0,1,2, . . . and j = 1,2, . . . , p.

This recurrence relation can be concisely stated in terms of the error terms uk−u:

uk+1−u = (I−MpA) . . .(I−M1A)(uk−u) for k = 0,1,2, . . . , (2)

where Mi = RT
i (RiART

i )−1Ri, i = 1, . . . , p. If we define Ai = RiART
i , we can write

instead Mi = RT
i A−1

i Ri. If the subdomain Ωi has ni vertices in its interior, then Ai is

an ni×ni matrix with entries

Ai, jk =
∫

Ωi

∇ϕ j ·∇ϕk,

where ϕ1, . . . ,ϕni
are the piecewise linear basis functions of V0(Ωi). Note that Ai is

the finite element discretization of a Dirichlet problem in Ωi. The main idea of Op-

timized Schwarz Methods is to use Robin problems on the subdomains, instead of

Dirichlet problems. This means that we must replace Ai by a matrix Ãi of a Robin

problem. The FEM discretization of a Dirichlet problem, (e.g., Ai) does not have any

degrees of freedom along the boundary Ωi (which is why our restriction matrices

correspond to the vertices in the interior of Ωi). However, the FEM discretization of

a Robin problem contains degrees of freedom along the boundary. We want to keep

the same matrices Ri for both algorithms, which means that the domain decomposi-

tion Ω ◦1 , . . . ,Ω ◦p for the Robin version is not the same as the domain decomposition

Ω1, . . . ,Ωp of the Dirichlet version.

For i = 1, . . . , p, define Ω ◦i to be the set of triangles in Ωi which do not have a

vertex on ∂Ωi \∂Ω . The matrix Ãi of the Neumann problem for Ω ◦i is

Ãi, jk =
∫

Ω◦i
∇ϕ j ·∇ϕk,

where ϕ1, . . . ,ϕni
are the piecewise linear basis functions of V0(Ωi). The matrix of

the Robin problem with real parameter α > 0 is then Ãi +αBi, where

Bi, jk =
∫

∂Ω◦i
ϕ jϕk.

Optimized Schwarz algorithms use the matrices

M̃i = RT
i (Ãi +αBi)

−1Ri (3)

instead of Mi = RT
i A−1

i Ri, and the iteration is then
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uk+1−u = (I− M̃pA) . . .(I− M̃1A)(uk−u) for k = 0,1,2, . . . (4)

A related algorithm uses a coarse grid correction. This is achieved by choosing

R0 to be an averaging operator of the form

R0 =




0.3 0.7 0 0 0 0 0 0

0 0 0.25 0.4 1 0.15 0 0

0 0 0 0 0 0 0.28 1


 ;

i.e., an n0× n matrix with non-negative entries. Usually, we choose R0 so that RT
0

is the matrix of an interpolation operator from a coarse grid TH to the fine grid Th,

where H≫ h. We then let M0 = RT
0 A−1

0 R0, where A0 = R0ART
0 and we use M̃i for i =

1, . . . , p. The coarse grid corrected OSM then fits our framework and the iteration is

uk+1−u = (I− M̃pA) . . .(I− M̃1A)(I−M0A)(uk−u) for k = 0,1,2, . . . (5)

As we refine the mesh, the triangulation Th changes. We may also want to change

the domain decomposition Ω1, . . . ,Ωp(h), increasing the number of subdomains p(h)
as h goes to zero, in such a way that the amount of work per subdomain remains

constant.

2 Convergence of OSM

In this section, we prove that the OSM (4) converges. We further assume that the

triangulation Th is quasi-uniform; see, e.g., [2].

Lemma 1 (Inverse Trace Inequality). Let Ω be a domain with a quasi-uniform

triangulation T = Th. Let U be a set of triangles in T and let Γ be a set of edges

in T . Let V (Ω ,Γ ,U) denote the space of piecewise linear functions on T which are

zero at every vertex of U outside of Γ . Then, there is a constant C < ∞ which depends

on the regularity parameters of Th, but not on h, Γ , U or u, such that
∫

U
(∇u)2 ≤Ch−1

∫

Γ
u2, (6)

for every u ∈V (Ω ,Γ ,U).

Proof. What makes this inverse trace inequality possible is that the quadratic form∫
U (∇u)2 depends only on the function values of u at the vertices of Γ . Indeed, let

AU be the matrix of
∫

U (∇u)2 on the space V (Γ ,U), with entries AU,i j =
∫

U ∇ϕi ·
∇ϕ j when both vi and v j are on Γ , and with AU,i j = 0 otherwise. We introduce the

“vertexwise” norm uT u = ∑vi∈Γ u2(vi). The matrix AU has the same sparsity pattern,

or is sparser than the matrix A of the elliptic problem. Hence, the bandwidth of AU

is independent of Γ and U , but does depend on the regularity parameters of Th. By

the regularity of Th as h→ 0, A (and hence AU ) has a bandwidth N(h) < N < ∞,

uniformly in h. By [13, §6.3.2], the entries of AU are bounded by some constant C1

which is independent of h. Hence, uT Hu ≤ C2uT u, where C2 depends only on the

regularity parameters of Th. Likewise, by a variant of [2, §6.2], there is a C3 such that

uT u≤ h−1C3

∫
Γ u2. Putting these together, we obtain (6).
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To prove our main result, we must first cite a Theorem from [3], where the nota-

tion MH stands for the conjugate transpose of M.

Theorem 1. [3, Theorem 3.15] Let A∈Cn×n be Hermitian and positive semidefinite.

Let M̃i ∈ Cn×n, i = 1, . . . , p, be such that

(i) kerAM̃iA = kerM̃iA.

(ii) There exists a number γ > 1/2 such that

M̃i + M̃H
i −2γM̃H

i AM̃i (7)

is positive semidefinite on the range of A, for i = 1, . . . , p.

(iii)
⋂p

i=1 kerM̃iA = kerA.

Then the iteration (4) converges for any initial vector u0.

We note that in our case, the matrices are real and symmetric and therefore M̃H
i =

M̃i. We also note that Theorem 1 is general and does not require that the matrices M̃i

have the particular form discussed in this paper.

Theorem 2. There is a constant C, which depends only on the regularity parameters

of Th, such that for all α ≥Ch−1, the OSM iteration defined by (4) converges for any

initial vector u0.

Proof. We verify the hypotheses of Theorem 1. Since A is injective, part (i) is

automatically satisfied. Part (iii) is also easily checked: it suffices to show that⋂p
i=1 kerM̃i = {0}. Let f be such that M̃i f = 0 for i = 1, . . . , p. Then, Ri f = (Ãi +

αBi)0 = 0 for i = 1, . . . , p. Hence, f |Ωi
= 0 for i = 1, . . . , p. Since Ω = Ω1∪·· ·∪Ωp,

we have that f = 0.

For part (ii), we multiply (7) on the left by (Ãi + αBi)Ri and on the right by its

transpose RT
i (Ãi + αBi), using the expression of the symmetric matrix M̃i, and that

RiR
T
i = Ini

, then it follows that all we need to show is that uT (Ãi + αBi− γAi)u ≥ 0

for every u ∈V0(Ωi). We show this now for γ = 1. We calculate

uT (Ãi +αBi−Ai)u =
∫

Ω◦i
(∇u)2 +α

∫

∂Ω◦i
u2−

∫

Ωi

(∇u)2

= α
∫

∂Ω◦i
u2−

∫

Ui

(∇u)2,

where Ui = Ωi \Ω ◦i . Since the function u is in V0(Ωi) ⊂ V (Ωi,∂Ω ◦i ,Ui), the result

follows from Lemma 1. ⊓⊔

Remark 1. A choice of parameter α = O(h−1) is not an optimal value (see, e.g., [5])

and will typically yield a convergence rate which is not much better than the classical

Schwarz algorithm (2). In fact, in [15] a similar two-parameter variant of OSM is

given, and for specific choices of these parameters which closely correspond to our

choice of α = O(h−1), the method coincides with classical Schwarz; see equation

(4.3) of [15].
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3 Numerical Experiments

We present a numerical experiment for problem (1) on an L-shaped region split into

twelve subdomains, and we have h = 1/32. We use piecewise linear elements. The

domain, the subdomains and the mesh are depicted in Figure 1. In Figure 2 we show

Fig. 1. L-shaped domain subdivided into twelve overlapping subdomains

the error terms of the first 9 iterations of the OSM algorithm using α = 5 for these

12 subdomains. Note the scale in each of the error iterates.
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