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Summary. We consider an exponentially fitted discontinuous Galerkin method for advection 10

dominated problems and propose a block solver for the resulting linear systems. In the case of 11

strong advection the solver is robust with respect to the advection direction and the number of 12

unknowns. 13

1 Introduction 14

Let Ω ⊂ IR2 be a polygon, f ∈ L2(Ω),g ∈ H1/2(∂Ω) and let ε > 0 be constant. We 15

consider the advection-diffusion problem 16

−div(ε∇u−β u) = f in Ω , u = g on ∂Ω , (1)

where β ∈ [W 1,∞(Ω)]2 derives from a potential β = ∇ψ . In applications to semicon- 17

ductor devices, u is the electron density, ψ the electrostatic potential and the electric 18

field |∇ψ | might be fairly large in some parts of Ω , so that (1) becomes advection 19

dominated. Its robust numerical approximation and the design of efficient solvers, 20

are still a challenge. Exponential fitting [2] and discontinuous Galerkin (DG) are two 21

approaches that have been combined in [3] to develop exponentially fitted DG meth- 22

ods (in primal and mixed formulation). In this note, we consider a variant of these 23

schemes, based on the use of the Incomplete Interior Penalty IIPG-0 method and 24

propose an efficient solver for the resulting linear systems. 25

The change of variable ρ := e−
ψ
ε u in the problem (1) leads to 26

−∇ · (κ∇ρ) = f in Ω , ρ = χ on ∂Ω , (2)

where κ := εe
ψ
ε and χ := e−

ψ
ε g. An IIPG-0 approximation to (2) gives rise to the EF- 27

IIPG-0 scheme for (1). We propose a block solver that uses ideas from [1] and reduce 28

the solution to that of an exponentially fitted Crouziex-Raviart (CR) discretization, 29
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which has much less degrees of freedom. The associated (CR) matrix is further re- 30

duced to an approximate block lower triangular form, which is efficiently solved by 31

a block Gauss-Siedel algorithm. 32

33

In our description we focus on the case β = ∇ψ piecewise constant; although 34

we include some numerical results for a more general case (cf. Test 2). Extensions 35

of the method (allowing ψ to be discontinuous) and further analysis of the proposed 36

solvers are topics of current research. 37

2 The Exponentially Fitted IIPG-0 Method 38

Let Th be a shape-regular family of partitions of Ω into triangles T and let h = 39

maxT∈Th hT with hT denoting the diameter of T for each T ∈ Th. We assume Th 40

does not contain hanging nodes. We denote by E o
h and E ∂

h the sets of all interior and 41

boundary edges, respectively, and we set Eh = E o
h ∪E ∂

h . 42

Let T+ and T− be two neighboring elements, and n+, n− be their outward normal 43

unit vectors, respectively (n± = nT±). Let ζ± and τττ± be the restriction of ζ and τττ to 44

T±. We define the average and jump trace operators: 45

2{ζ}= (ζ++ ζ−), [[ζ ]] = ζ+n++ ζ−n− on E ∈ E o
h ,

2{τττ}= (τττ++ τττ−), [[τττ ]] = τττ+ ·n++ τττ− ·n− on E ∈ E o
h ,

and on e ∈ E ∂
h we set [[ζ ]] = ζn and {τττ}= τττ . We will also use the notation 46

(u,w)Th = ∑
T∈Th

∫
T

uwdx 〈u,w〉Eh = ∑
e∈Eh

∫
e
uwds ∀u,w,∈ V DG ,

where V DG is the discontinuous linear finite element space defined by: 47

V DG =
{

u ∈ L2(Ω) : u|T ∈ P
1(T ) ∀T ∈ Th

}
,

Here, P1(T ) is the space of linear polynomials on T . Similarly, P0(T ) and P
0(e) are 48

the spaces of constant polynomials on T and e, respectively. For each e∈ Eh, let P0
e : 49

L2(e) �→ P
0(e) (resp. P0

T : L2(T ) �→ P
0(T ), for each T ∈ Th) be the L2-orthogonal 50

projections defined by 51

P0
e (u) :=

1
|e|

∫
e
u, ∀u ∈ L2(e) , P0

T (v) :=
1
|T |

∫
T

v, ∀v ∈ L2(T ) .

We denote by VCR the classical Crouziex-Raviart (CR) space: 52

VCR=
{

v ∈ L2(Ω) : v|T ∈ P
1(T )∀T ∈ Th and P0

e [[v ]] = 0 ∀e ∈ Eh
}
.

Note that v = 0 at the midpoint me of each e ∈ E ∂
h . To represent the functions in V DG

53

we use the basis {ϕe,T}T∈Th,e∈Eh , defined by 54
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∀T ∈ Th ϕe,T (x) ∈ P
1(T ) e⊂ ∂T ϕe,T (me′) = δe,e′ ∀e′ ∈ Eh . (3)

In particular, any w ∈ P
1(T ) can be written as w = ∑e⊂∂T w(me)ϕe,T . 55

56

We first consider the IIPG-0 approximation to the solution of (2): Find ρ ∈V DG
57

such that A (ρ ,w) = ( f ,w)Th for all w ∈V DG with 58

A (ρ ,w) = (κ∗T ∇ρ ,∇w)Th −〈{κ∗T ∇ρ}, [[w ]]〉Eh + 〈Se{[[ρ ]]},P0([[w ]])〉Eh . (4)

Here, Se is the penalty parameter and κ∗T ∈ P
0(T ) the harmonic average approxima- 59

tion to κ = εeψ/ε both defined in [3] by: 60

κ∗T :=
1

P0
T (κ−1)

=
ε

P0
T (e
−ψ

ε )
, Se := αeh−1

e {κ∗T}e , (5)

Next, following [3] we introduce the local operator T : V DG �→ V DG that approxi- 61

mates the change of variable introduced before (2): 62

Tw := ∑
T∈Th

(Tw)|T = ∑
T∈Th

∑
e⊂∂T

P0
e (e
−ψ

ε )w(me)ϕe,T ∀w ∈V DG . (6)

By setting ρ := Tu in (4), we finally get the EF-IIPG-0 approximation to (1): 63

64

Find uh ∈V DG s.t. B(uh,w) := A (Tuh,w) = ( f ,w)Th ∀w ∈V DG with 65

B(u,w)=(κ∗T ∇Tu,∇w)Th−〈{κ∗T ∇Tu}, [[w ]]〉Eh+ 〈Se{[[Tu ]]},P0[[w ]]〉Eh . (7)

It is important to emphasize that the use of harmonic average to approximate κ = 66

εeψ/ε as defined in (5) together with the definition of the local approximation of the 67

change of variables prevents possible overflows in the computations when |∇ψ | is 68

large and ε is small. (See [3] for further discussion). 69

Also, these two ingredients are essential to ensure that the resulting method has 70

an automatic upwind mechanism built-in that allows for an accurate approximation 71

of the solution of (1) in the advection dominated regime. We will discuss this in more 72

detail in Sect. 3. 73

74

Prior to close this section, we define for each e ∈ Eh and T ∈ Th: 75

ψm,e := min
x∈e

ψ(x) ψm,T := min
x∈T

ψ(x); ψm,T ≤ ψm,e for e⊂ ∂T .

In the advection dominated regime ε |β |h = |∇ψ |h 76

P0
T (e
−(ψ/ε))� ε2e−

ψm,T
ε P0

ei
(e−ψ/ε)� ε e−

ψm,e
ε . (8)

The first of the above scalings together with the definitions in (5) implies 77

κ∗T �
1
ε

e
ψm,T

ε , Se � α
2ε
|e|−1e

(ψm,T1
+ψm,T2

)

ε e = ∂T1∩∂T2 . (9)
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3 Algebraic System and Properties 78

Let A and B be the operators associated to the bilinear forms A (·, ·) (4) and B(·, ·) 79

(7), respectively. We denote by A and B their matrix representation in the basis 80

{ϕe,T}T∈Th,e∈Eh (3). In this basis, the operator T defined in (6) is represented as a 81

diagonal matrix, D, and B= AD. Thus, the approximation to (2) and (1) amounts to 82

solve the linear systems (of dimension 2ne−nb; with ne and nb being the cardinality 83

of Eh and E ∂
h , respectively): 84

Aρρρ = FFF , and Duuu = ρρρ or Buuu = F̃FF , (10)

where ρρρ ,uuu,FFF and F̃FF are the vector representations of ρ ,u and the right hand sides 85

of the approximate problems. From the definition (6) of T it is easy to deduce the 86

scaling of the entries of the diagonal matrix D= (di,i)
2ne−nb
i=1 . 87

D= (di, j)
2ne−nb
i, j=1 di,i = P0

ei
(e−ψ/ε)� ε e−

ψm,e
ε , di, j ≡ 0 i �= j .

We now revise a result from [1]: 88

Proposition 1. Let Z ⊂V DG be the space defined by 89

Z =
{

z ∈ L2(Ω) : z|T ∈ P
1(T ) ∀T ∈Th and P0

e {v}= 0 ∀e ∈ E o
h

}
.

Then, for any w ∈ V DG there exists a unique wcr ∈ VCR and a unique wz ∈Z such 90

that w = wcr +wz , that is: V DG =VCR⊕Z . Moreover, A (wcr,wz) = 0 ∀wcr ∈VCR, 91

and ∀wz ∈Z . 92

Proposition 1 provides a simple change of basis from {ϕe,T} to canonical basis in 93

VCR and Z that results in the following algebraic structure for (10): 94

ρρρ =

[
ρρρ z

ρρρcr

]
, A=

[
A

zz 000
A

vz
A

vv

]
, B=

[
B

zz 0
B

vz
B

vv

]
. (11)

Due to the assumed continuity of ψ , D is still diagonal in this basis. The algebraic 95

structure (11) suggests the following exact solver:

The solution u = uz + ucr satisfying B(u,w) = ( f ,w)Th , for all w ∈ V DG is then
obtained by

1. Solve for uz: B(uz,wz) = ( f ,wz)Th ∀wz ∈Z .
2. Solve for ucr: B(ucr,wcr) = ( f ,wcr)Th−B(uz,wcr) ∀wcr ∈VCR.

96

Next, wet discuss how to solve efficiently each of the above steps. 97

98
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Step 1: Solution in the Z -space. In [1] it was shown that Azz is a diagonal posi- 99

tive definite matrix. This is also true for Bzz since it is the product of two diagonal 100

matrices. The continuity of ψ implies 101

B(uz,wz) = 〈SeT[[u
z ]],P0

e ([[w
z ]])〉Eh ∀ uz, wz ∈Z . (12)

Using (8) and (5) we observe that the entries of Bzz scale as: 102

B
zz = (bi, j)

ne
i=1 bi, j = Sei |ei|d jδi, j � δi, j

α
2

e−(ψm,e−ψm,T1−ψm,T2)/ε

which are always positive, so in particular Bzz it is also an M-matrix. 103

104

Step 2: Solution in VCR. In [1] it was shown that the block A
vv coincides with the 105

stiffness matrix of a CR discretization of (2), and so it is an s.p.d. matrix. However, 106

this is no longer true for Bvv which is positive definite but non-symmetric. 107

B(ucr,wcr) = (κ∗T ∇Tucr,∇wcr)Th ∀ ucr ,wcr ∈VCR .

In principle, the sparsity pattern of Bvv is that of a symmetric matrix. Using (8) and 108

(5), we find that the entries of the matrix scale as: 109

B
vv =

(
bcr

i, j

)ncr :=ne−nb

i, j
bcr

i, j := κ∗T
|ei||e j|
|T | nei ·ne j d j � e−

(ψm,e−ψm,T )

ε (13)

Since ψ is assumed to be piecewise linear, for each T , it attains its minimum (and 110

also its maximum) at a vertex of T , say xxx000 and ψm,e is attained at one of the vertex 111

of the edge e, say xxxeee. In particular, this implies that 112

ψm,e−ψm,T ≈ ∇ψ · (xxxeee− xxx000) = β · (xxxeee− xxx000) =

{
0 xxxeee = xxx000
|β |h xxxeee �= xxx000

Hence, in the advection dominated case ε  |β |h some of the entries in (13) van- 113

ish (up to machine precision) for ε small; this is the automatic upwind mechanism 114

intrinsic of the method. As a consequence, the sparsity pattern of Bvv is no longer 115

symmetric and this can be exploited to re-order the unknowns so that Bvv can be 116

reduced to block lower triangular form. 117

Notice also that for Th acute, the block A
vv being the stiffness matrix of the 118

Crouziex-Raviart approximation to (2), is an M-matrix. Hence, since the block B
vv

119

is the product of a positive diagonal matrix and A
vv, it will also be an M-matrix if the 120

triangulation is acute (see [2]). 121

4 Block Gauss-Siedel Solver for VCR-Block 122

We now consider re-orderings of the unknowns (dofs), which reduce B
vv to block 123

lower triangular form. For such reduction, we use the algorithm from [4] which 124

roughly amounts to partitioning the set of dofs into non-overlapping blocks. In the 125
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strongly advection dominated case the size of the resulting blocks is small and a 126

block Gauss-Seidel method is an efficient solver. Such techniques have been studied 127

in [5] for conforming methods. 128

129

The idea is to consider the directed graph GGG = (VVV ,EEE) associated with B
vv ∈ 130

IRncr×ncr ; GGG has ncr vertices labeled VVV = {1, . . . ,ncr} and its set of edges EEE has car- 131

dinality equal to the number of nonzero entries5 of Bvv. By definition, (i, j) ∈ EEE iff 132

bcr
i j �= 0. Note that in the advection dominated case, the built-in upwind mechanism 133

results in a non-symmetric sparsity pattern for Bvv (see the last two paragraphs of 134

Sect. 3). Thus, we may have (i, j) ∈ EEE , while ( j, i) /∈ EEE . Then, the problem of re- 135

ducing B
vv to block lower triangular form of Bvv is equivalent to partitioning GGG as a 136

union of strongly connected components. 137

Such partitioning induces non-overlapping partitioning of the set of dofs, VVV = 138

∪Nb
i=1ωi. For i = 1, . . . ,Nb, let mi denote the cardinality of ωi; let Ii ∈ IRncr×mi be 139

the matrix that is identity on dofs in ωi and zero otherwise; and B
vv
i = I

T
i B

vv
Ii is the 140

block corresponding to the dofs in ωi. The block Gauss–Seidel algorithm reads: Let 141

uuucr
0 be given, and assume uuucr

k has been obtained. Then uuucr
k+1 is computed via: For 142

i = 1, . . .Nb 143

uuucr
k+i/Nb

= uuucr
k+(i−1)/Nb

+ Ii(B
vv
i )−1

I
T
i

(
FFF−B

vvuuucr
k+(i−1)/Nb

)
. (14)

As we report in Sect. 5, the action of (Bvv
i )−1 can be computed exactly since in the 144

advection dominated regime the size of the blocks Bvv
i is small. 145

5 Numerical Results 146

We present a set of numerical experiments to assess the performance of the pro- 147

posed block solver. The tests refer to problem (2) with ε = 10−3,10−5,10−7, and Ω 148

is triangulated with a family of unstructured triangulations Th. In the tables given 149

below J = 1 corresponds to the coarsest grid and each refined triangulation on level 150

J, J = 2,3,4 is obtained by subdividing each of the T ∈Th on level (J−1) into four 151

congruent triangles. From the number of triangles nT the total number of dofs for the 152

DG approximation is 3nT . 153

154

Test 1. Boundary Layer: Ω = (−1,1)2, β = [1,1]t , nT = 112 for the coarsest mesh 155

and f is such that the exact solution is given by 156

u(x,y) =

(
x+

1+ e−2/ε−2e(x−1)/ε

1− e−2/ε

)(
y+

1+ e−2/ε−2e(y−1)/ε

1− e−2/ε

)
.

Test 2. Rotating Flow: Ω = (−1,1)×(0,1), f = 0 and curlβ �= 0, 157

5 Each dof corresponds to a vertex in the graph; each nonzero entry to an edge.



Page 253

UN
CO

RR
EC

TE
D

PR
O
O
F

Block Solver for Exponential Fitting IIPG-0

β =

[
2y(1− x2)
−2x(1− y2)

]t

g(x,y) =

{
1+ tanh(10(2x+ 1)) x≤ 0, y = 0,
0 elsewhere .

We stress that this test does not fit in the simple description given here, and special 158

care is required (see [3]). For the approximation, for each T ∈ Th, with barycenter 159

(xT ,yT ), we use the approximation 160

β |T ≈ ∇ψ |T with ψ |T = 2yT (1− x2
T )x−2xT (1−2y2

T )y ,

and so ψ is discontinuous. The coarsest grid has nT = 224 triangles. In Fig. 1 are
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Fig. 1. Plot of the connected components (blocks) of Bvv created during Tarjan’s algorithm:
Test 1 with ε = 10−5 (left); Test 2 with ε = 10−7 (right)

161

represented the plot of the strongly connected components of the graph depicting the 162

blocks for Bvv created during Tarjan’s algorithm, on the coarsest meshes; for Test 1 163

with ε = 10−5 (left figure) and for Test 2 with ε = 10−7 (right figure). We have 164

used different line types (and colors) to distinguish strongly connected components 165

in the directed graph. In Table 1 we report the number of blocks Nb created during 166

Tarjan’s algorithm; the maximum size of the largest such block (Mb); the average 167

block size (nav); and the number of block-Gauss-Seidel iterations. After Tarjan’s 168

algorithm is used to re-order the matrix B
vv, we use the block Gauss-Seidel algorithm 169

(14) where each small block is solved exactly. In the tests that we report here and 170

also in all other similar tests that we have done (with similar advection dominance) 171

the number of block-Gauss-Seidel iterations and the size of the blocks is uniformly 172

bounded with respect to the number of dofs when the advection strongly dominates. 173

Thus, the computational cost for one block Gauss-Seidel iteration in the advection 174

dominated regime is the same as the cost of performing a fixed number of matrix 175

vector multiplications and the algorithm is optimal in such regime. 176
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Test 1

t1.1ε
J

1 2 3 4

t1.2

10−3

Nb 44 150 484 1182
t1.3Mb 23 47 95 191
t1.4nav 3.55 4.32 5.45 9.02
t1.5iters 7 19 43 166
t1.6

10−5

Nb 50 210 866 3474
t1.7Mb 23 47 95 191
t1.8nav 3.12 3.08 3.05 3.07
t1.9iters 4 4 4 14
t1.10

10−7

Nb 50 210 866 3522
t1.11Mb 23 47 95 191
t1.12nav 3.12 3.08 3.05 3.03
t1.13iters 4 4 4 4

Test 2

ε
J

1 2 3 4

10−3

Nb 31 1 1 1
Mb 211 1304 5296 21344
nav 10.19 1304 5296 21344
iters 10 1 1 1

10−5

Nb 122 468 1822 7106
Mb 4 4 7 37
nav 2.59 2.78 2.91 3.00
iters 4 4 7 24

10−7

Nb 122 468 1832 7247
Mb 4 4 4 6
nav 2.59 2.78 2.89 2.95
iters 4 4 4 4

Table 1. Number of blocks (Nb) created during the Tarjan’s ordering algorithm, size of largest
block (Mb), average size of blocks (nav) and number of block-Gauss-Seidel iterations (iters)
for Test 1 (left) and Test 2 (right).
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