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1 Introduction

The main goal of this paper is to design, analyze, and test a BDDC (Bal-
ancing Domain Decomposition by Constraints, see Dohrmann [2003], Man-
del and Dohrmann [2003]) preconditioner for Isogeometric Analysis (IGA),
based on a novel type of interface averaging, which we will denote by deluxe
scaling, with either full or reduced set of primal constraints. IGA is an in-
novative numerical methodology, introduced in Hughes et al. [2005] and first
analyzed in Bazilevs et al. [2006], where the geometry description of the PDE
domain is adopted from a Computer Aided Design (CAD) parametrization
usually based on Non-Uniform Rational B-Splines (NURBS) and the same
NURBS basis functions are also used as the PDEs discrete basis, follow-
ing an isoparametric paradigm; see the monograph Cottrell et al. [2009].
Recent works on IGA preconditioners have focused on overlapping Schwarz
preconditioners (Beirão da Veiga et al. [2012, 2013b], Bercovier and Solove-
ichik [2013], Charawi [2014]), multigrid methods (Gahalaut et al. [2013]), and
non-overlapping preconditioners (Beirão da Veiga et al. [2013a], Kleiss et al.
[2012], Buffa et al. [2013]).

Deluxe scaling was recently introduced by Dohrmann and Widlund in a
study of H(curl) problems; see Dohrmann and Widlund [2013], Widlund
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and Dohrmann [2014], Dohrmann and Widlund [2014] and also Oh et al.
[2013] for its application to problems in H(div) and Lee [2013] for Reissner–
Mindlin plates. In our previous work on isogeometric BDDC, Beirão da Veiga
et al. [2013a], standard BDDC scalings were employed with averaging weights
built directly from the values of the elliptic coefficients in each subdomain (ρ-
scaling) or from the values of the diagonal elements of local and global stiffness
matrices (stiffness scaling). The novel deluxe scaling, originally developed
to deal with elliptic problems with more than one variable coefficient, is
instead based on solving local problems built from local Schur complements
associated with sets of what are known as the dual variables. This new scaling
turns out to be much more powerful than the standard ρ- and stiffness scalings
in the present context, even for scalar elliptic problems with one variable
coefficient. A novel adaptive strategy to select a reduced set of vertex primal
constraints is also studied. The main result of our h-analysis shows that the
condition number of the resulting deluxe BDDC preconditioner satisfies the
same quasi-optimal polylogarithmic bound in the ratio H/h of subdomain to
element diameters, as in Beirão da Veiga et al. [2013a], and that this bound is
independent of the number of subdomains and jumps of the coefficients of the
elliptic problem across subdomain interfaces. Moreover, our preliminary 2D
numerical experiments with deluxe scaling show a remarkable improvement,
in particular for increasing polynomial degree p of the isogeometric elements.
Numerical tests in 3D can be found in Beirão da Veiga et al. [2014].

2 Isogeometric discretization of scalar elliptic problems

We consider the model elliptic problem on a bounded and connected CAD
domain Ω ⊂ Rd, d = 2, 3,

−∇ · (ρ∇u) = f in Ω, u = 0 on ∂Ω, (1)

where ρ is a scalar field satisfying 0 < ρmin ≤ ρ(x) ≤ ρmax, ∀x ∈ Ω. For
simplicity, we describe our problem and preconditioner in the 2D single-patch
case. Comments on the 3D extension can be found at the end of Section 3,
and comments on the multi-patch extension can be found in Beirão da Veiga
et al. [2014]. We discretize (1) with IGA based on B-splines and NURBS basis
functions. The bivariate B-spline discrete space is defined by

Ŝh := span{Bp,qi,j (ξ, η), i = 1, . . . , n, j = 1, . . . ,m}, (2)

where the bivariate B-spline basis functions Bp,qi,j (ξ, η) = Np
i (ξ) Mq

j (η) are
defined by tensor products of 1D B-splines functions Np

i (ξ) and Mq
j (η) of

degree p and q, respectively (in our numerical experiments, we will only
consider the case p = q). Analogously, the NURBS space is the span of
NURBS basis functions defined in 1D by
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Rpi (ξ) :=
Np
i (ξ)ωi∑n

ı̂=1N
p
ı̂ (ξ)ωı̂

=
Np
i (ξ)ωi

w(ξ)
, (3)

with the weight function w(ξ) :=
∑n

ı̂=1N
p
ı̂ (ξ)ωı̂ ∈ Ŝh, and in 2D by

Rp,qi,j (ξ, η) :=
Bp,qi,j (ξ, η)ωi,j∑n

ı̂=1

∑m
ĵ=1B

p,q

ı̂,ĵ
(ξ, η)ωı̂,ĵ

=
Bp,qi,j (ξ, η)ωi,j

w(ξ, η)
, (4)

where w(ξ, η) is the weight function and ωi,j = (Cω
i,j)3 the positive weights

associated with a n × m net of control points Ci,j . The discrete space of
NURBS functions on the domain Ω is defined as the span of the push-forward
of the NURBS basis functions (4) (see, e.g., Hughes et al. [2005])

Nh := span{Rp,qi,j ◦ F
−1, with i = 1, . . . , n; j = 1, . . . ,m}, (5)

with F : Ω̂ → Ω the geometrical map between parameter and physical spaces
defined by F(ξ, η) =

∑n
i=1

∑m
j=1R

p,q
i,j (ξ, η)Ci,j .

For simplicity, we will consider the case with a Dirichlet boundary con-
dition imposed on all of ∂Ω and can then define the spline space in the
parameter space and the NURBS space in physical space, respectively, as

V̂h := [Ŝh∩H1
0 (Ω̂)]2 = [span{Bp,qi,j (ξ, η), i = 2, . . . , n−1, j = 2, . . . ,m−1}]2,

Vh := [Nh∩H1
0 (Ω)]2 = [span{Rp,qi,j ◦F

−1, with i = 2, . . . , n−1; j = 2, . . . ,m−1}]2.

The IGA formulation of problem (1) then reads:{
Find uh ∈ Vh such that:

a(uh, vh) =< f, vh > ∀v ∈ Vh,
(6)

with the bilinear form a(uh, vh) =

∫
Ω

ρ∇uh∇vhdx.

3 BDDC preconditioners

When using iterative substructuring methods, such as BDDC, we first reduce
the problem to one on the interface by implicitly eliminating the interior
degrees of freedom, a process known as static condensation; see, e.g., Toselli
and Widlund [Toselli and Widlund, 2004, Ch. 4].

Knots and subdomain decomposition. A decomposition is first built
for the underlying space of spline functions in the parametric space, and
is then easily extended to the NURBS space in the physical domain. From
the full set of knots, {ξ1 = 0, ..., ξn+p+1 = 1}, we select a subset {ξik , k =
1, . . . , N + 1} of non-repeated knots with ξi1 = 0, ξiN+1

= 1. The interface
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knots are given by ξik for k = 2, .., N and they define a decomposition of the
closure of the reference interval into subdomains(

Î
)

= [0, 1] =
( ⋃
k=1,..,N

Îk

)
, with Îk = (ξik , ξik+1

),

that we assume to have similar lengths Hk := diam(Îk) ≈ H. In more di-
mensions, we just use tensor products. Thus, in two dimension, we define the
subdomains by

Îk = (ξik , ξik+1
), Îl = (ηjl , ηjl+1

), Ω̂kl = Îk×Îl, 1 ≤ k ≤ N1, 1 ≤ l ≤ N2.
(7)

For simplicity, we reindex the subdomains using only one index to obtain the

decomposition of our domain Ω̂ =
⋃
k=1,..,K Ω̂k, into K = N1N2 subdomains.

Throughout this paper, we assume that both the subdomains and elements
defined by the coarse and full sets of knot vectors are shape regular and with
quasi-uniform characteristic diameters H and h, respectively.

The Schur complement system. As in classical iterative substructur-

ing, we reduce the problem to one on the interface Γ :=
(⋃K

k=1 ∂Ω̂k

)
\∂Ω̂

by static condensation, i.e., by eliminating the interior degrees of freedom
associated with the basis functions with support in each subdomain. The re-
sulting Schur complement for Ω̂k and its local interface Γk := ∂Ω̂k \ ∂Ω̂ will
be denoted by S(k). In the sequel, we will use the following sets of indices:

ΘΩ = {(i, j) ∈ N2 : 2 ≤ i ≤ n− 1, 2 ≤ j ≤ m− 1},
ΘΓ = {(i, j) ∈ ΘΩ : supp(Bp,qi,j ) ∩ Γ 6= ∅}.

We note that ΘΓ consists of indices associated with a “fat” interface that
typically consists of several layers of knots associated with the basis func-
tions with support intersecting two or more subdomains, see e.g. Fig. 1. The
discrete interface and local spaces are defined as

V̂Γ := span{Bp,qi,j , (i, j) ∈ ΘΓ }, V
(k)
I := V̂h ∩H1

0 (Ω̂k). (8)

The space V̂h can be decomposed as ⊕Kk=1V
(k)
I +H(V̂Γ ), where H : V̂Γ → V̂h,

is the piece-wise discrete spline harmonic extension operator, which provides
the minimal energy extension of values given in V̂Γ . The interface component
of the discrete solution satisfies the Schur complement reduced system

s(uΓ , vΓ ) =< f̂, vΓ >, ∀vΓ ∈ V̂Γ , (9)

with a suitable right-hand side f̂ and a Schur complement bilinear form
defined by s(wΓ , vΓ ) := a(H(wΓ ),H(vΓ )). For simplicity, in the sequel, we

will drop the subscript Γ for functions in V̂Γ . In matrix form, (9) is the Schur
complement system
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ŜΓw = f̂ , (10)

where ŜΓ = AΓΓ −AΓIA−1
II A

T
ΓI , f̂ = fΓ −AΓIA−1

II fI , are obtained from the
original discrete problem by Gaussian elimination after reordering the spline
basis functions into sets of interior (subscript I) and interface (subscript Γ )
basis functions. The Schur complement system (10) is solved by a Precon-

ditioned Conjugate Gradient (PCG) iteration, where ŜΓ is never explicitly

formed since the action of ŜΓ on a vector is computed by solving Dirichlet
problems for individual subdomains and some sparse matrix-vector multi-
plies, which are also needed when working with the local Schur complements
required by the application of the BDDC preconditioner defined below. The
preconditioned Schur complement system solved by PCG is then

M−1
BDDCŜΓw = M−1

BDDCf̂ , (11)

where M−1
BDDC is the BDDC preconditioner, defined in (18) below using some

restriction and scaling operators associated with the following subspace de-
compositions.

Subspace decompositions. We split the local space V (k) defined in (8)
into a direct sum of its interior (I) and interface (Γ ) subspaces, i.e.

V (k) := V
(k)
I ⊕ V (k)

Γ , where

V
(k)
I := span{Bp,qi,j , (i, j) ∈ Θ

(k)
I }, V

(k)
Γ := span{Bp,qi,j , (i, j) ∈ Θ

(k)
Γ },

which translate in the index sets

Θ
(k)
I := {(i, j) ∈ ΘΩ : supp(Bp,qi,j ) ⊂ Ω̂k},

Θ
(k)
Γ := {(i, j) ∈ ΘΓ : supp(Bp,qi,j ) ∩ (∂Ω̂k ∩ Γk) 6= ∅},

and we define the associated product spaces by

VI :=

K∏
k=1

V
(k)
I , VΓ :=

K∏
k=1

V
(k)
Γ .

The functions in VΓ are generally discontinuous (multi-valued) across Γ ,

while our isogeometric approximations belong to V̂Γ , the subspace of VΓ of
functions continuous (single-valued) across Γ . We will select some interface
basis functions as primal (subscript Π), that will be made continuous across
the interface and will be subassembled between their supporting elements,
and we will call dual (subscript ∆) the remaining interface degrees of freedom
that can be discontinuous across the interface and which vanish at the primal
degrees of freedom. This splitting allows us to decompose each local interface

space into primal and dual subspaces V
(k)
Γ = V

(k)
Π

⊕
V

(k)
∆ , and we can define

the associated product spaces by
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Fig. 1 Schematic illustration in index space of interface equivalence classes in 2D (left)

and 3D (right) parametric space with p = 3, κ = 2: fat vertices, consisting of (κ+1)2 knots
in 2D and (κ + 1)3 in 3D; fat edges (without vertices), consisting of (κ + 1) “slim” edges

in 2D and (κ + 1)2 in 3D; fat faces (without vertices and edges), consisting of κ + 1 slim

faces in 3D.

V∆ :=

K∏
k=1

V
(k)
∆ , VΠ :=

K∏
k=1

V
(k)
Π .

We also need an intermediate subspace ṼΓ ⊂ VΓ of partially continuous basis
functions

ṼΓ := V∆
⊕

V̂Π ,

where the product space V∆ has been defined above and V̂Π is a global
subspace of the selected primal variables.

For two-dimensional problems, we will consider the primal space V̂ CΠ con-
sisting of vertex basis functions with indices belonging to

ΘC = {(i, j, k) ∈ ΘΓ : supp(Bp,q,ri,j,k ) ∩ C 6= ∅}. (12)

In order to define our preconditioners, we will need the following restriction
and interpolation operators represented by matrices with {0, 1} elements

R̃Γ∆ : ṼΓ −→ V∆, R̃ΓΠ : ṼΓ −→ V̂Π , R̂Π : V̂Γ −→ V̂Π

R
(k)
∆ : V∆ −→ V

(k)
∆ , R

(k)
Π : V̂Π −→ V̂

(k)
Π R̂

(k)
∆ : V̂Γ −→ V

(k)
∆ .

(13)

For any edge/face F , we will use the symbol RF to denote a restriction matrix
to the (“fat”) set of degrees of freedom associated with F .

Deluxe scaling. We now apply to our isogeometric context the deluxe
scaling proposed in Dohrmann and Widlund [2013]. Let Ωk be any subdomain
in the partition, k = 1, 2, ...,K. We will indicate by Ξk the index set of all the
Ωj , j 6= k, that share an edge F with Ωk. For regular quadrilateral subdomain
partitions in two dimensions, the cardinality of Ξk is 4 (or less for boundary
subdomains).

In BDDC, the average w̄ := EDw of an element in w ∈ ṼΓ , is computed
separately for the sets of interface degrees of freedom of edge and face equiv-
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alence classes. We define the deluxe scaling for the class of F with only two
elements, k, j, as for an edge in two dimensions. We define two principal mi-

nors, S
(k)
F and S

(j)
F , obtained from S(k) and S(j) by removing all rows and

columns which do not belong to the degrees of freedom which are common
to the (fat) boundaries of Ωk and Ωj .

Let w
(k)
F := RFw

(k); the deluxe average across F is then defined as

w̄F =
(
S

(k)
F + S

(j)
F

)−1(
S

(k)
F w

(k)
F + S

(j)
F w

(j)
F

)
. (14)

If the Schur complements of an equivalence class have small dimensions,

they can be computed explicitly, otherwise the action of
(
S

(k)
F + S

(j)
F

)−1

can be computed by solving a Dirichlet problem on the union of the relevant
subdomains with a zero right hand side in the interiors of the subdomains.

Each of the relevant equivalence classes, which involve the subdomain Ωk,
will contribute to the values of w̄. Each of these contributions will belong to
V̂Γ , after being extended by zero to Γ \ F ; the resulting element is given by
RTF w̄F . We then add the contributions from the different equivalence classes
to obtain

w̄ = EDw = wΠ +
∑
F
RTF w̄F . (15)

ED is a projection and its complementary projection is given by

PDw := (I − ED)w = w∆ −
∑
F
RTF w̄F . (16)

We remark that, with a small abuse of notation, we will, in what follows,
consider EDw ∈ V̂Γ also as an element of ṼΓ , by the obvious embedding
V̂Γ ⊂ ṼΓ . In order to rewrite ED in matrix form, for each subdomain Ωk, we
define the block-diagonal scaling matrix

D(k) = diag(D
(k)
Fj1 , D

(k)
Fj2 , . . . , D

(k)
Fjk),

where j1, j2, . . . , jk ∈ Ξk and the diagonal blocks are given by the deluxe

scaling D
(k)
F :=

(
S

(k)
F +S

(j)
F

)−1

S
(k)
F . We can now extend the operators defined

in (13) and define the scaled local operators by R
(k)
D,Γ := D(k)R

(k)
Γ , R̃

(k)
D,∆ :=

R
(k)
Γ,∆R

(k)
D,Γ and the global scaled operator

R̃D,Γ := the direct sum R̂Π ⊕Kk=1 R̃
(k)
D,∆, (17)

so that the averaging operator is ED = R̃Γ R̃
T
D,Γ , where R̃Γ := R̂Π⊕Kk=1 R̃

(k)
∆ .

The BDDC preconditioner. We denote by A(k) the local stiffness ma-
trix restricted to subdomain Ω̄k. By partitioning the local degrees of freedom
into those in the interior (I) and those on the interface (Γ ), as before, and
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by further partitioning the latter into dual (∆) and primal (Π) degrees of
freedom, then A(k) can be written as

A(k) =

[
A

(k)
II A

(k)T

ΓI

A
(k)
ΓI A

(k)
ΓΓ

]
=

A
(k)
II A

(k)T

∆I A
(k)T

ΠI

A
(k)
∆I A

(k)
∆∆ A

(k)T

Π∆

A
(k)
ΠI A

(k)
Π∆ A

(k)
ΠΠ

 .
Using the scaled restriction matrices defined in (13) and (17), the BDDC
preconditioner can be written as

M−1
BDDC = R̃TD,Γ S̃

−1
Γ R̃D,Γ , where (18)

S̃−1
Γ = R̃TΓ∆

 K∑
k=1

[
0 R

(k)T

∆

] [
A

(k)
II A

(k)T

∆I

A
(k)
∆I A

(k)
∆∆

]−1 [
0

R
(k)
∆

] R̃Γ∆ + ΦS−1
ΠΠΦ

T .

(19)
Here SΠΠ is the BDDC coarse matrix and Φ is a matrix mapping primal
degrees of freedom to interface variables, see e.g. Li and Widlund [2006],
Beirão da Veiga et al. [2010]. Our main theorem is the following (see Beirão da
Veiga et al. [2014] for a proof and more complete details).

Theorem 1. Consider the model problem (1) in two dimensions and let the

primal set be given by the subdomain corner set V̂ CΠ defined in (12). Then
the condition number of the preconditioned operator is bounded by

cond
(
M−1
BDDC ŜΓ

)
≤ C(1 + log(H/h))2,

with C > 0 independent of h,H and the jumps of the coefficient ρ.

Comments on the three-dimensional case. The choice of primal de-
grees of freedom is fundamental for the construction of efficient BDDC pre-
conditioners. The space V̂ CΠ is not sufficient to obtain scalable and fast precon-
ditioners in three dimensions. In three dimensions, we can define an additional
index set associated with fat edges

ΘE = {(i, j, k) ∈ ΘΓ /ΘC : supp(Bp,q,ri,j,k ) ∩ E 6= ∅},

and enrich the primal space with averages computed for each slim edge par-
allel to the subdomain edge (see Fig. 1). Three-dimensional numerical results
(see Beirão da Veiga et al. [2014]) show faster rates of convergence when
considering such an enriched coarse space: in particular, the addition of edge
slim averages is sufficient to obtain quasi-optimality and scalability as is the
case with standard FEM discretizations. The deluxe convergence rate for in-
creasing p seems to be orders of magnitude better than that of BDDC with
stiffness scaling, but not as insensitive to p as in the 2D results of Table 1 in
the next section.
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Adaptive choice of reduced sets of primal constraints. In recent
years, a number of people have investigated different adaptive choices of pri-
mal constraints in BDDC and FETI-DP methods, see e.g. Dohrmann and
Pechstein [2014], Mandel et al. [2012], Klawonn et al. [2014], Pechstein and
Dohrmann [2013], Spillane et al. [2013], and Kim and Chung [2014]. Most
of these works focus on the adaptive selection of 2D edge or 3D face con-
straints, i.e. constraints associated with the interface between two subdo-
mains, by solving some generalized eigenproblems. It is less clear how to
extend such techniques to equivalence classes shared by more than two sub-
domains, such as 2D or 3D vertices and 3D edges. Here, inspired by the
techniques of Dohrmann and Pechstein [2014], we propose an adaptive selec-
tion of 2D primal vertices, driven by the desire to reduce the expensive fat
vertex primal constrains used in the standard or deluxe BDDC method.

Let Ωk be any subdomain in the partition, k = 1, 2, ...,K and consider the
associated local Schur complement S(k). Denote by F one of the equivalence
classes (a vertex, edge, or face) and partition the degrees of freedom local to
Ωk into F and its complement F ′. Then S(k) can be partitioned as

S(k) =

(
S

(k)
FF S

(k)
FF ′

S
(k)
F ′F S

(k)
F ′F ′

)
. (20)

For each equivalence class F , define the new Schur complement

S̃
(k)
FF = S

(k)
FF − S

(k)
FF ′S

(k)−1

F ′F ′ S
(k)
F ′F (21)

and define the generalize eigenvalue problem

S
(k)
FFv = λS̃

(k)
FFv. (22)

Given a threshold θ ≥ 1, we select the eigenvectors {v1, v2, . . . , vNc
} associ-

ated to the eigenvalues of (22) greater than θ and we perform a BDDC change
of basis in order to make these selected eigenvectors the primal variables.

4 Numerical results

In this section, we report on numerical experiments with the isogeometric
BDDC deluxe preconditioner for two-dimensional elliptic model problems (1),
discretized with isogeometric NURBS spaces with a mesh size h, polynomial
degree p and regularity κ. The domain is decomposed into K nonoverlap-
ping subdomains of characteristic size H, as described in Sec. 3. The discrete
Schur-complement problems are solved by the PCG method with the iso-
geometric BDDC preconditioner, with a zero initial guess and a stopping
criterion of a 10−6 reduction of the Euclidean norm of the PCG residual. In
the tests, we study how the convergence rate of the BDDC preconditioner
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h = 1/16 h = 1/32 h = 1/64 h = 1/128

K cond nit cond nit cond nit cond nit

2 × 2 1.24 5 1.42 6 1.65 6 1.92 6
p = 3 4 × 4 2.02 8 2.68 10 3.46 11

κ = 2 8 × 8 2.39 10 3.29 12

16 × 16 2.64 11

2 × 2 1.19 5 1.35 6 1.55 6 1.78 6

p = 5 4 × 4 1.62 8 2.19 9 2.86 10

κ = 4 8 × 8 1.77 8 2.55 10
16 × 16 1.87 8

Fig. 2 BDDC deluxe preconditioner for a 2D quarter-ring domain (left): condition number

cond and iteration counts nit as a function of the number of subdomains K and mesh size
h. Fixed p = 3, κ = 2 (top), p = 5, κ = 4 (bottom).

p 2 3 4 5 6 7 8 9 10

κ = p− 1 cond 3.22 2.68 2.41 2.19 2.04 1.91 1.80 1.72 1.62
nit 10 10 9 9 9 8 8 8 9

κ = 2 cond - 2.47 2.84 3.16 3.45 3.71 3.94 4.17 4.36

nit - 10 11 11 11 12 12 12 12

Table 1 BDDC deluxe dependence on p in the 2D quarter-ring domain: condition number

cond and iteration counts nit as a function of the NURBS polynomial degree p. Fixed

h = 1/64, K = 4 × 4, κ = p− 1 (top), κ = 2 (bottom).

depends on h,K, p, κ. The 2D tests have been performed with a MATLAB
code based on the GeoPDEs library by De Falco et al. [2011].

Scalability in K and quasi-optimality in H/h. The condition number
cond and iteration counts nit of the BDDC deluxe preconditioner are reported
in the table of Figure 2 for a quarter-ring domain (shown on the left of the
table), as a function of the number of subdomains K and mesh size h, for
fixed p = 3, κ = 2 (top) or p = 5, κ = 4 (bottom). The results show that the
proposed preconditioner is scalable, since moving along the diagonals of each
table the condition number appears to be bounded from above by a constant
independent of K. The results for higher degree p = 5 and regularity κ = 4
are even better than those for the lower degree case. The BDDC deluxe
preconditioner appears to retain a very good performance in spite of the
increase of the polynomial degree p, a property that was not always satisfied
in Beirão da Veiga et al. [2013a]. To better understand this issue, we next
study the BDDC performance for increasing values of p.

Dependence on p. In this test, we compare the BDDC deluxe perfor-
mance as a function of the polynomial degree p and the regularity κ. We
recall that our theoretical work is only an h-analysis and does not cover the
dependence of the convergence rate on p and κ. The domain considered is the
quarter-ring discretized with a mesh size h = 1/64 and K = 4×4 subdomains.
The spline degree p varies from 2 to 10 and the regularity is always maximal
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Nc = 1 Nc = 4
(θ = 2) (θ = 1.5)

K cond nit cond nit

2 × 2 1.81 7 1.66 8

4 × 4 12.74 14 6.74 13

8 × 8 14.74 24 7.48 18
16 × 16 15.67 26 7.78 18

32 × 32 16.13 24 7.87 17

Nc = 1 Nc = 4
(θ = 2) (θ = 1.5)

H/h cond nit cond nit

4 8.75 12 4.84 12

8 12.74 14 6.74 13

16 17.40 17 8.91 14
32 22.31 18 11.16 15

64 27.49 20 13.50 17

Nc = 1
(θ = 2) (θ = 1.1)

p cond nit cond nit Nc

2 6.09 13 3.55 11 3

3 17.40 17 5.34 14 5

4 230.9 21 5.74 15 8
5 7545.9 39 12.25 18 10

6 - - 73.08 31 12

a) b) c)

Table 2 Adaptive choice of primal vertex constraints for the BDDC deluxe preconditioner

on a square domain, with eigenvalue threshold θ and associated number Nc of selected

primal constraints. Condition number cond and iteration counts nit as a function of: a)
the number of subdomains K for fixed p = 3, κ = 2, H/h = 8; b) the ratio H/h for fixed

p = 3, κ = 2,K = 4 × 4; c) the polynomial degree p for fixed K = 4 × 4, H/h = 16

(κ = p− 1).

(κ = p− 1) inside the subdomains, while at the subdomain interface is either
maximal (κ = p−1, top) or low (κ = 2, bottom). The results in Table 1 show
that for κ = p − 1 the condition numbers and iteration counts are bounded
independently of the degree p and actually improve slightly for increasing p,
while for κ = 2 the condition numbers show a very modest sublinear growth
with p, with associated iteration counts that are practically constant. This is
a remarkable property that is not shared by any other nonoverlapping IGA
preconditioner in the (current) literature.

Adaptive choice of vertex primal constraints. Table 2 reports the
results with the proposed adaptive choice of primal constraints applied only
to the vertex constraints (the edge variables remain dual). We consider both
an eigenvalue threshold θ = 2 leading to the minimal choice of Nc = 1 pri-
mal vertex constraint (that turns out to be the average of the fat vertex
values) and a lower threshold θ = 1.5 leading to a richer choice of Nc = 4
primal vertex constraints for each subdomain vertex. In case of variable poly-
nomial degree p, we also consider a very low threshold θ = 1.1 that leads to
a richer choice of approximately Nc = 2p primal constraints for each subdo-
main vertex. The results in a) show that the BDDC deluxe preconditioner
is scalable, since cond and nit appears to be bounded from above by a con-
stant independent of K, and the results in b) indicate that the preconditioner
is quasi-optimal, since cond and nit appears to grow polylogarithmically in
H/h. The results in c) show that the minimal choice Nc = 1 does not per-
form well for increasing p (there is no convergence for p = 6), while with the
richer choice corresponding to θ = 1.1 we obtained only a mild performance
degradation up to p = 6.
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