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1 Introduction

We consider a second order elliptic boundary value problem in the variational
form: find u* € HZ(£2), for a given polygonal (polyhedral) domain 2 C
R?, d = 2,3 and a source term f € L?({2), such that

/ Vu*(z) - Vu(z) de = / f(x)v(x)dx, for all v € Hy(92). (1)
2 7

=a(u*,v) =(f,v)

The Bank-Holst parallel adaptive meshing paradigm [2, 3, 1] is utilised to
solve (1) in a combination of domain decomposition and adaptivity. It can
be summarised as follows:

Step I - Mesh Partition: Starting with a coarse mesh Tp, the domain is
partitioned into non-overlapping subdomains: 2 = U?_, (2;.

Step II - Adaptive Meshing: Each processor i is provided with Ty and
instructed to sequentially solve the entire problem, with the stipulation that
its adaptive enrichment should be limited largely to (2;. At the end of this
step, the local mesh 7; on processor i are regularised such that the global fine
mesh described in Step III is conforming.

Step III - Global Solve: A final finite element solution is computed on the
mesh 75, = UY_, Ti|,, which is the union of the refined submeshes.

An example of meshes in different steps of the Bank-Holst paradigm is
illustrated in Figure 1.

Discretizing (1) using linear finite elements on the global mesh 7, we
arrive at the following system of linear equations:
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Fig. 1 A coarse mesh with partition (left), a local mesh on a processor (middle) and the

global mesh (right).

AeR™™ u, f € R™.

Au = f,

The purpose of this paper is to formulate and compare three additive

Schwarz preconditioners that can be used to accelerate Krylov methods in

conditioner with small overlap [5, 8], two-level additive Schwarz precondi-
tioner with weakly overlapping [4] and optimal one-level additive Schwarz

preconditioner based on full-domain decomposition [6].
they can be formulated and analyzed using the abstract theory of Schwarz

else. The considered preconditioners are: the two-level additive Schwarz pre-
As all of the considered preconditioners are additive Schwarz preconditioners,
methods (cf. [8]) which is summarized as follows.

solving (2). The improved convergence analysis will be reported somewhere

2 Preconditioners Formulation

Assume the global finite element space V}, associated with 7, admits the

decomposition

p

Vi=> Vi

i=ig

= 0 or 1. The subspace V} is usually

where V; are subspaces of V}, and ig

related to a coarse problem, built on a coarse mesh (7 in the Bank-Holst
paradigm). The subspaces V;, on the other hand, are often related to a parti-
tion in subdomains and are associated with local submeshes. But, this is not
the case for the third considered preconditioner, which is proposed in [6].

., T be the

.,w,(fi)(x)} be a basis of V; and let zq,..

nodal points of the global mesh 7,. We define

Now let {wgi) (x),..

] |

()

o) -
¢§j) (1) -
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It can be noted that R; is the matrix representation of the restriction operator
from V; to V. Using this operator, the local stiffness matrix associated with
subspace V; is defined by

A; = R;ART. (5)

Then the additive Schwarz preconditioner associated with the decomposition
(3) is

P
P=) RIA7'R; (6)
i=1g
The preconditioner P is said to be two-level when ig is 0 (coarse level: Vp,
fine level: {V;}7_,) or one-level when iy is 1.

Next we will formulate three different additive Schwarz preconditioners
for the Bank-Holst paradigm using different decomposition (3) with different
choices of V;. For clarity, we will use different variations of the notations V;,
R; and A; to denote the subspace, its corresponding restriction matrix and
local stiffness matrix.

Two-level additive Schwarz preconditioner with small overlap:
This is the standard and most popular version of additive Schwarz precon-
ditioner. It is introduced in a general context without adaptivity. However,
it can be used for the Bank-Holst paradigm and we present it here for com-
parison. For this preconditioner, each subdomain (2; is extended to a larger
region 2 by adding a small number of layers of elements in the global
(fine) mesh 7;, (see Fig. 2, left). The subspaces V; are then defined as

Vi={o(2) € Hy ()| v(2)lr € Py(T), VT € Tn}. (7)

The two-level additive Schwarz preconditioner with small overlap is simply
p A ~ A
Pso =RyA;'Ry+ Y RIAT'R. (®)
i=1

The condition number of the preconditioned system associated with Pgo is
bounded from above by C(1 4 (H/¢)), where C is a constant independent of
the mesh sizes, H is the coarse mesh size and ¢ is the width of the overlap (cf.
[5, 8] and references therein). If ¢ is of size O(h), the usual case in practice, the
condition number of the preconditioned system in the Bank-Holst paradigm
will increase linearly as the level of refinement increases. In case the overlap is
“generous”, J is of size O(H), the condition number is bounded by a constant,
i.e. O(1), independent of the mesh sizes H, h and the number of subdomains
p. But, there is an important practical concern that the cost of using generous
overlap is too expensive as the number of vertices in the overlapping region
would be O(h~2) in 2D and O(h~?) in 3D.

Weakly overlapping two-level additive Schwarz preconditioner:
The formulation of this preconditioner is very much similar to that of Pgco.
The only difference is that each subdomain (2; is extended to a larger region
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Fig. 2 Extension regions (shaded areas) and their associated meshes in cases of small
overlap (left), weak overlap (center), full domain overlap (right).

2; by adding layers of elements in the adaptive mesh 7; so that the
overlap is of size O(H) (see Fig. 2, center). Then the subspace V; is defined
by

Vi = {v(x) € Hy ()| wv(z)|r € Py(T), ¥T € Ti}, 9)

and the weakly overlapping two-level additive Schwarz preconditioner is de-
fined by

P

i=1
By using adaptive mesh 7; instead of 7, the number of vertices in the over-
lapping region is reduced to O(h~!) in 2D and O(h~2) in 3D. In addition, the
condition number of the preconditioned system associated with Py o can be
bounded independently of the mesh sizes H, h and the number of subdomains
p, i.e.is O(1) (see [4]).

Optimal one-level additive Schwarz preconditioner: In order to take
full advantage the Bank-Holst paradigm, Loisel and Nguyen [6] formulate an
additive Schwarz preconditioner that utilises the subspaces associated with
the local adaptive meshes in the paradigm. These are meshes of the whole do-
main {2 residing locally on each processor. They form a “full domain overlap”
partition of the domain (see Fig. 2, right). In this case, the local subspaces
are:

Vi = {v(z) € HY(R2)| wv(z)|r € P1(T), VT € T;}. (11)

And the optimal one-level additive Schwarz preconditioner is

p
Po, =Y RI'A7'R;. (12)

=1

Here, we should emphasize that explicit coarse component (in two-level for-
mulation) is not needed in this case because the coarse space Vj is contained
in each and every subspace V;.

It is shown in [6] that the condition number of the preconditioned system
associated with Pp, can also be bounded independently of the mesh sizes H,
h and the number of subdomains p, i.e. is O(1).
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3 Remarks on the Implementation

In order to compute the restriction matrices as defined in (4), one usually
uses the nodal basis functions corresponding to the submeshes/meshes asso-

ciated with V; for {wﬁi)(x), ey ,(f) (2)}. In cases of Pso, the nodal points
in the submesh associated with V; form a subset of the fine nodal points
{z1,...,2,}. Consequently, R;, i > 0, are rectangular matrices of zeros and

ones, which extracts the nodal points that lie in the extension region ;. In
case of Pyo and Pp,, the nodal points associated with V; and V; that lie
outside £2; does not belong to the fine mesh 7. Therefore, the correspond-
ing rows of R; and R; can have values in (0,1). For simplex elements, one

can compute these rows using the fact that w;z)(xk) equals either zero or the
barycentric coordinate of z; with respect to the coarse element containing xj

(@) @

and having x;’ as one of its vertices. Here x;” is the nodal point in 7; asso-

J J
ciated with 1/)5“. The same technique can be used to compute the restriction
matrix Ry.

For Pp,, if minimal refinement is allowed outside the local subdomain in
each local adaptive mesh, the rows of R; associated with nodal points far
away from (2; are the same with the corresponding rows of Ry. Computing
these rows requires only the knowledge of the coarse mesh Ty and the local
submesh of 7} which is available locally on each processor. Therefore, each
processor can compute parts of Ry locally and exchange the information with
others to construct the full R;.

In case of Psp and Py, the only way of obtaining the local stiffness
matrices A; is via (5), which has the computational cost of O(N?). Here N;
is the number of degrees of freedom in §2;. If the global matrix A is assembled
but distributed, there will also be communication cost that can be expensive.
For Pp1, one is able to assemble A; with the computational cost of roughly
O(N;). The assembling requires no communication as 7T; are available locally
and are meshes of the whole domain (2. In addition, the communication cost
can be reduced further as A is not needed to be assembled.

4 Numerical Experiments

In this section, we present numerical experiments for the following problem

—Au=1 in 2,

13
u=0 on 0f2, (13)

where (2 is a L-shaped domain (the unit square missing the lower right quar-
ter). The solution of this problem is shown in Figure 3 (left).
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Fig. 3 Solution (left) and a coarse mesh with a partition of 16 subdomains (right).
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We start with an unstructured triangular (coarse) mesh of 436 vertices and
1026 elements. Then, we partition it into p subdomains, p = 16, 32, 64, 128.
Each processor gets exactly the same copy of this mesh. The coarse mesh
with a partition of 16 subdomains are shown in Figure 3. In Step 2, local
adaptive meshes are obtained by refining elements inside and surrounding
local subdomains. In this experiment, we limit outside refinement by refining
only ones which share at least one point with the local subdomain. Hanging
nodes are allowed even though they are not considered as real nodal points.
When an element is refined, it is split into four similar elements having half
of its size. We use [ levels of refinement for each local mesh, | = 4,5,6. The
preconditioners Pso, P o and Pp, are implemented with the first two having
the overlap of size h (one layer of fine elements) and H (equivalent to one
layer of coarse elements) respectively.

Since all of the three preconditioners are symmetric positive definite, they
are suitable to use with the CG method. However, it is well-known [7] that the
convergence of CG in finite precision departs significantly from the theoretical
convergence of CG in exact arithmetic. Therefore, we also use the GMRES
method, which is slightly more numerically robust, in our experiments.

Table 1 reports the number of CG and GMRES iterations to bring the
relative residual below 107%. The number of degrees of freedom and the av-
erage of elapsed time required to apply the preconditioners on a vector are
also provided for comparison.

It can be seen that Pso requires the most iterations for both CG and GM-
RES to converge. The iteration counts are clearly increasing as h becomes
smaller (higher level of refinement). For GMRES, Po, is the best performer.
It requires just half the number of iterations needed in case of Py o. The
numbers of GMRES iterations for these two preconditioners appear to be
bounded by a constant, as predicted by theory. For CG, the number of itera-
tions increases when [ increases in case of Py o, and when p increases in case
of Pp,. Between the two preconditioners, Pp, has more wining cases.
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Table 1 Number of CG and GMRES iterations to bring the relative residual below 10~6
and average of elapsed time (in seconds) to apply the preconditioners on a vector - Minimal
outside refinement

=4, N = 101761 1=5, N = 405761 1 =6, N = 1620481
p= 16 32 64 128 16 32 64 128 16 32 64 128
P =Pso
CGno.it. 23 24 24 26 31 32 33 36 43 44 45 49
GMRES no. it. 13 14 15 15 16 17 18 18 20 20 21 22
time p. mult. 1.3 1.1 04 0.5 6.1 59 6.0 5.3 27.3 25.9 25.8 26.9
P=Pwo
CGno.it. 18 18 18 20 19 20 21 22 25 26 26 28
GMRES no. it. 12 12 12 13 12 12 12 13 13 14 15 15
time. p. mult. 1.5 1.6 1.6 1.7 74 73 73 T4 32.3 31.0 31.3 31.8
P =Po,
CGno.it. 15 17 20 23 15 17 21 23 15 17 21 23
GMRES no. it. 6 7 8 8 6 7 8 8 6 7 8 8

time. p. mult. 1.7 1.9 23 2.7 72 75 83 94 32.7 323 332 344

In term of elapsed time, Pp, and Pyo are roughly the same. Even though
they are more expensive to apply, they are more efficient than Pgo because
they require fewer number of iterations.

In the second experiment, we study whether it is beneficial to refine local
meshes in the region outside local subdomains. Now instead of using minimal
outside refinement, we perform at least one level of refinement for elements
that do not belong to the local subdomain. It should be noted that the
global mesh 7, and the global stiffness matrix A are the same with those in
the previous experiments. The restriction matrices and local stiffness matrix,
however, are changed.

We do not see any improvement in term of iterations count for Py o.
Perhaps, this is due to the fact that a coarse space is already incorporated
in this preconditioner. We do see clear improvement for Pp, with significant
reduction in iteration counts and slight increase of time. However, care must
be taken when using generous refinement outside subdomains as this would
require more memory and time to calculate restriction matrices.
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