Dual Schur method in time for nonlinear ODE
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1 Introduction

We developed parallel time domain decomposition methods to solve systems of
linear ordinary differential equations (ODEs) based on the Aitken-Schwarz [5] or
primal Schur complement domain decomposition methods [4]. The methods require
the transformation of the initial value problem in time defined on ]0, 7] into a time
boundary values problem. Let f(z,y(t)) be a function belonging to ¢! (R*,R¢) and
consider the Cauchy problem for the first order ODE:

{y':f(t,y(t))ate]O,T],y(0)=a€Rd. (1)

The time interval [0, 7] is split into p time slices S© = [T." |, 7;7], with T" = 0
and T, = T~. The difficulty is to match the solutions y;(¢) defined on SU at the
boundaries Tlfl and 7;”. Most of time domain decomposition methods are shoot-
ing methods [1] where the jumps y;(7,”) — yi+1(7;") are corrected by a sequential
process which is propagated in the forward direction (i.e. the correction on the time
slice SU—1) is needed to compute the correction on time slice S@). Our approach
consists in breaking the sequentiality of the update of each time slice initial value.
To this end, we transform the initial value problem (IVP) into a boundary values
problem (BVP) leading to a second order ODE:

510 = 850.50) ? L 150) 50 L) o o
¥(0) =, (2b)
§(T) =B F(T.y(T)) 20)

Then classical domain decomposition methods apply such as the multiplicative
Schwarz method with no overlapping time slices and Dirichlet-Neumann transmis-
sion conditions (T.C.) for linear system of ODE (or PDE [6]). As proved in [5] the
convergence/divergence of the error at the boundaries of this Schwarz time DDM
can be accelerated by the Aitken technique to the right solution when f(z,y(z)) is
linear. Nevertheless, the difficulty in solving equation (2) is that 3 is not given by the
original IVP. In [7] when f(¢,y(¢)) is nonlinear with respect of y(r) and scalar, we
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proposed to replace the end boundary condition (2¢) by imposing, if f(7,y(T)) #0,
the invariant flux condition for ¢t = T':

(F(T.y(T)"'3(T) = 1. (3a)

We also showed that the right T.C. between time slices must involve the nonlin-
ear flux condition (f(%;.y(T; ) '5i(T; ) = (F(T;1, ¥ (T;)) Vit (T3F,)- In this
case, we showed that the behavior of the Schwarz method with an appropriate non-
linear change of variable © is linear. Then, it is possible to apply the Aitken ac-
celeration by using O if it is known. To overcome the lack of knowledge of ©,
we propose in this paper to replace the Schwarz method by a Schur complement
method.

In section 2, we recall some results on the existence and uniqueness of the pro-
posed BVP. Section 3 gives the dual Schur complement method intimely related
to the Newton step solving. The choice of T.C. to define the time slice function is
discussed there. Some numerical results are given in section 4 before the conclusion.

2 Existence and uniqueness of the BVP solution

The problem (2) with d = 1 is a particular case of the more general problem:

y=2g(t.y,y),a<t<b, (4a)
ap y(a) —ay y(a) = a,lag| + |a1| # 0, (4b)
bo y(b) + b1 y(b) = B, |bo| + |b1] # 0. (40)

H.B. Keller [3] has established the existence and uniqueness of a solution to problem
(4) under the hyppotheses of monotonicity and upper bound on the partial deriva-
tives of g in the theorem that follows:

Theorem 1 (H.B. Keller). Let g(t,y,y) have continuous derivatives which satisfy:

dg(t,y(1),¥(1)) ag(fvy(f)d"(f))‘ oy
dy dy -

>0, | (5)

Sfor some M >0, a <t < b and all continuously differentiable functions y(t). Let the
constants a;,b; satisfy:

a; >0,b; >0,i=0,1;a0+ by > 0. (6)

then a unique solution of (4a), (4b), (4c) exists for each (¢, 3).
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3 Dual Schur complement time DDM

3.1 BVP discretizing and it solution

Problem (2a), (2b), (3a), is discretized using a Stormer-Verlet implicit scheme [2]
with Ng + 1 regular time steps with Ar = T' /N, over the time interval [0, T]. Solving
it requires to find the zero of the function F (u) : RMs — RN with u; ~ u(t;),

tj = (j—1)At and defined as:

u)y— o
F(u)= | ujp1 —2uj+uj_1 —Ag(tju;),j=1,...,Ng— 1 7)
f_1 (tNg7uNg)B(uNg) —1
d d
where g(,u) = a—{ (t,u)+ f(t,u) a—f (t,u), and B(uy, ) corresponds to the discretiz-
" «
ing of u(T) as:
Bun, —4uy, 1 +uy,—2 2
B(uy,) = — ZZt £ = ~u(T)+0(Ar?) (8a)
1uy, — 18un,—1 +un,—2 —2upn,—
Bluy,) = —s— M=l T2 TS L y(T)+0(AF°)  (8b)

6At

We applied the Newton method to find the zero of function F(u). Starting from an
initial guess, it writes if ||F (u™)]| > € for the (m + 1)-th iteration:

W' = —(VF (™)~ F (™), u" =™+ h". ©)

Let us notice that the Newton method is sensitive to the initial solution. One can
consider to search the initial solution by performing a few Newton iterations on
different coarse levels of time grid discretizing. The approximate solution obtained
on a previous coarse grid gives the initial guess solution for the next time grid after
interpolating. There is no Courant-Friedrich-Lax stability condition because we use
an implicit Stormer-Verlet scheme.

3.2 Dual Schur complement in time formulation

For the time domain decomposition, we split the time intervalle [0,7] in p slices
§@ i=1,..., pand we denote by u'”) the solution on the i-th time slice S, For the
sake of simplicity and without loss of generality we set all the time slices to have
the same size and use N + 1 regular time steps on each such that

S = [téi>, 1(\;)] = [(i — 1)NAt,iNAt] (then the total number of time steps on [0, 7]
is Ng+1 = p x N+ 1). Here, the main idea consists in finding the zero of the lo-

cal function F; defined on the time slice S) under the continuity constraint of the
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solution at the time slices boundaries. Two strategies can be applied to define the
transmission conditions (T.C.) of the local function F,~(u<’)):

1. The first strategy S1 considers the original function F and split its components at
the time slices boundaries in two parts. Each one corresponds to the contribution
of the solution components belonging to the time slice under consideration (10b)
at j=0forS® i=2, ... pand(12bjat j=NforSV i=1,...,p—1.

2. The second strategy S2 considers the T.C. corresponding to the nonlinear flux
(10c)at j=0forS¥,i=2,...,pand (12c)at j=Nfor SV i=1,...,p—1.

(Fi (1)) = up — ot (10a)

ST (Fi(u))o = uy — o — %Atzg(t(()i),uo),i =2,...,p (10b)

821 (Fi(u))o = £ (1§ ,uo)B(uo),i=2,....p (10¢)
{(E(u)).,- = ujr =2+ i — AP uj), (11a)

j=1,...N—1,i=1,....p

(Fy(w))y = £ (1" u)B(uy) — 1 (12a)
S1: (F(u))y = —uy +un—1 — %Atzg(tl(\,i)7u1v), i=2,....p—1 (12b)
$2: (F(w)y = £ (), un)Bluy), i=2,....p—1 (12¢)

Then, we use the Newton method on each time slices S\) and introduce the Lagrange
multipliers A;,i = 1,...,p — 1 to ensure the continuity of the solution between the
time slices (adding this Lagrange multiplier to (10b) (respectively (10c)) and sub-
stracting it to (12b) (respectively (12c))). It writes:

RO = Dmtt _y@m — (v B (uDm)) 7Y (D™ 4 (A41,0,....,0,—24;) X13)

cRN+1

with the constraints
gl = 70 m L p Um0 b (14)
Let us give the computing details. Introducing the Jacobian matrix J @ correspond-

ing to VF;(u)™), the index I for the unknowns [1,...,N —1] and E for the un-
knowns 0, N, the linearized system of the Newton step writes after a permutation of

unknowns:
GAE)-()-() e
JrrJrr hg by Ai

where
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(=1, —(F (@™o n1,—(Fy (uM)m)y) i=1
A b® 0y L (A=) g tm —(F(u®m £ {1
( HVr E) ( _Afi ) ( l(u )1,...7N713 ( l(u )[O,N]) 17&{ ap}

Apt, = (Fp(uPPm)1 v, = (Fp (ul?)™)o) i=p
if hg) is known then the first line of system (15) gives:
n = @) e —aiPn) (16)
Reporting hgi) in the second line of system (15), we obtain:

def i Dy—1 (i i i D\—1,(
SOng L g T = 0 — ) e+ A7)

If A; is known then hg) can be computed. To compute A;, we impose the continuity
of the solution among the time slices:

N RV A PN ,
) 1 A 4 D (18)

() (e ) (2 ) s (5 72) - om
h/\; SF NO Sr NN g,\’, —Ai g,\; —Ai

o) &)
ef 1)\ — S S def Dv—1 - ef _
;")N = (S(r)) L (S(I;)’OO SE;ON) s =2, p— 1,8 2) = (S(rp)) L
' ,NO °T'NN

where

We obtain the Lagrange multipliers tridiagonal system (20) of the form M (A4,...,4,-1)" =

(b}l), .. ,bl(f’fl))l that links all the time slices and allows the instantaneous propa-
gation of the information between all the time slices:

(1 (2 a(2 1
| —(Spn+SEeh S vk = by
St~y 80 At +80w A =b . i=3,..p—1  (20)
a(p—1 sp-1) | & ~1
S?,No)lpﬂ _(51@,1\/1\/) "‘ng))/lp—l = b(rp :
with
1 2 1 1 1 2 2 2 2
D = ) S 5?5

i—1 i i—1 ali—1
T = ) S S S+ S =3

b = ) —u ) =S st =S ey + 5 0sy”
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4 Numerical results of the Schur time DDM

We tested our Schur time DDM on the IVP (1) with f(¢,y) = 1 +*(¢) leading
to g(t,y,y) = ¥(t)(3y*(¢)). The number of time steps is N, = 2000 over [0, 1] and
o = 1.The monotonicity hypothesis of theorem 1 is satisfied because y(f) is an
increasing function on [0, 1] and o > 0. The upper bound hypothesis is satisfied
on interval [0,b] for b taken sufficiently small, because f(¢,y) is continuous in y.
The initial guess is computed using 2 Newton iterations on each of the two coarse
grids of 20 and 200 time steps respectively. The initial ||F||, is then around 1072
Let us notice that Newton’s method on the coarsest time mesh does not converge
to the solution of the problem. Table 1 shows that both strategies for T.C. (10b)

N, = 2000 T.C. : (10b) (12b), B(u) : (8b)
» I 2 4 8 10 25 50 100
#it 5 5 5 5 5656 5 5
1og10(||F||2) J13.02 -7.56 -7.55 -7.55 -7.49 -7.59 7.52 -7.55
logio(|[h]2) 542 633 -631 -628 -5.41 -5.94 -6.19 -6.18
logio(min(i(5\))) - - 096 1.15 124 175 400 278
logo(max(1,(S\V))) - - 140 235 2.65 3.85 5.65 5.65
log1o(min(i(M))) -0 131 275 3.14 458 399 6.50
log1o(max(ic (M) -0 1.64 305 345 489 4.00 6.82
N, = 2000 T.C.: (10¢) (12¢), B(u) : (8a)

» I 2 4 8 10 25 50 100
#it 5 5 5 5 5 5 9 (@8
logio(||F||2) -12.66 -10.62 -10.62 -9.73 -10.00 -8.37 -7.12 -6.04
1og10(|]]2) 729 730 -7.11 -7.05 -6.97 -6.58 6.06 -5.47
logyo(min(ix(S\))) - - 305 325 330 3.62 597 4.52
logo(max(xy(S\))) - - 570 623 7.31 8.29 10.68 10.68
logo(min(i(M))) -0 197 282 3.12 431 595 6.03
logo(max(i (M) -0 338 387 473 578 7.19 845
N, = 2000 T.C.: (10¢) (12¢), B(u) : (8b)

D 1 2 4 8 10 25 50 100
#it 5 6 6 6 6 15 - -
log1o(||F||2) -13.02 -10.96 -9.67 -8.31 -8.60 -7.48 -6.76 -5.59
logio(|[R]]2) 542 -8.11 -7.83-7.52 -7.87-5.97 -4.11 -3.56
logio(min(i(S1))) - - 275 312 321 3.62 555 4.54
logyo(max(x>(S\))) - - 635 652 7.08 9.05 11.08 11.08
logio(min(ic(M))) -0 173 247 324 445 559 623
logo(max(i (M) -0 334 339 423 609 7.85 8.85

Table 1 Number of Newton iterations #it, with respect to the number of time slices p, re-
quired to reach logio(||f||2) < —7 and logio(||f]|]2) < —6 and with the two discretizing of B(u).
logio(min/ max(K2(§§i)))) (respectively logio(min/max(k:>(M))) refers to the minimum or maxi-
mum value of the condition number of the local Schur complement for the time slices 2 to p — 1
(respectively of the Lagrange multipliers system) over the Newton iterations.
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(12b) or (10c) (12¢) work well until the number ten of time slices. The first strategy
seems to be more robust until p = 100 time slices. For p = 50 and p = 100 time
slices the method does not reach the convergence criterion and oscillates with ||F||»
around 107> These oscillations are mainly due to the local Schur complement of
the time slices 2 to p — 1 where its condition number maximum value, over all the
Newton iterations, reaches around 10! for some time slices. Even with this local
bad condition numbers, the condition number for the Lagrange multipliers system is
around 10° (symbol — in row #it means no convergence and (8) means the iteration
number among 21 iterations where the minimum values of ||F||, and ||k||, have
been reached).

Nevertheless the right T.C. are (10c) (12¢) as shown in [7] and illustrated by the
following results for f(z,y) = 1/y(t) +2 on [0,3] with o = 0.5. The initial guess
is computed with 2 (respectively 1) Newton iterations on the coarsest (respectively
intermediate) time grid leading to ||F||, ~ 10~*. Table 2 shows that T.C. (10b)(12b)

N, = 2000 T.C. : (10b) (12b), B(u) : (8a)
» 1 2 4 8 10 25 50 100
it 33 - - - - - -
logio(||F|]2) 13.02 41051 - - - - o
Togio(]|h||2) 743 785 - - - o
N, = 2000 T.C.: (10¢) (12¢), B(u) : (8a)

D 1 2 4 8 10 25 50 100
#it 33 3 3 3 3 3 10
log1o(||F|]2) -12.84 -10.58 -9.89 -8.96 -8.26 -6.00 -6.06 -6.06
1ogio(||h]]2) 743 -8.46 -7.05 -7.22 -6.10 -5.37 -5.27 -5.60
logio(min(k(3Y))) - - 498 525 525 528 6.33 5.90
logio(max(x,(S1))) - - 5.88 6.58 7.55 8.70 8.66 8.66
logo(min(ix(M))) -0 1.67 225 2.55 449 636 4.65
logio(max(k (M) -0 227 284 384 519 7.96 591

Table 2 Number of Newton iterations #it, with respect to the number of time slices p, required
to reach logio(||F||2) < —6 and logio(||h||2) < —5 and with the discretizing of B(u) in O(A#?).

logio(min/ max(KQ(S’ﬁ ))) (respectively logio(min/max(k,(M))) refers to the minimum or maxi-
mum of the condition number of the local Schur complement of the time slices 2 to p — 1 (respec-
tively of the Lagrange multipliers system) over the Newton iterations.

do not lead to convergence, excepted for p = 2 where the interface system is reduced
to one point. This lack of convergence is due to local Jacobian matrices that become
singular because g(z,y) is constant. However, T.C. (10c)(12c) lead to convergence
in the same number of Newton iterations as for one time domain except for p = 100,
where the condition number of local Schur complements increases.
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5 conclusions

We have extended the time domain decomposition that transforms the IVP into a
BVP in order to introduce a Dual Schur complement inside the Newton method.
This allows the Newton iterative solution to satisfy the continuity constraints at the
time slices boundaries. Nevertheless, in this nonlinear framework the right transmis-
sion conditions for defining the local functions on time slices are those involving the
flux even if the number of time slices that can be used reaches a limit due to the bad
condition number of the local Schur complements.
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