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1 Introduction and model problem

Subdomain iterations which lead to a nilpotent iteration operator converge in a finite
number of steps, and thus are equivalent to direct solvers. Such methods have led
to very powerful new algorithms over the last few years, like the sweeping precon-
ditioner of Engquist and Ying [4, 5], or the source transfer domain decomposition
method of Chen and Xiang [1, 2]. Their underlying mathematical structure are op-
timal Schwarz methods, see [14, 6, 7] and references therein1.

We study here under which conditions the classical Neumann-Neumann,Dirichlet-
Neumann and optimal Schwarz method can be nilpotent for the model problem

ηu− ∂xxu= f in Ω := (0,1), u(0) = u(1) = 0, (1)

and a decomposition of the domain intoJ subdomains,Ω j := (x j−1,x j), with
0 = x0 < x1 < .. . < xJ = 1 and subdomain lengthℓ j := x j − x j−1. For two sub-
domains, we show that they all can be made nilpotent. For three subdomains,
Neumann-Neumann can not be made nilpotent any more, but Dirichlet-Neumann
can. For four subdomains, also Dirichlet-Neumann can not be made nilpotent any
more for general decompositions, but for decompositions with subdomains of equal
size, Dirichlet-Neumann can be made nilpotent for an arbitrary number of subdo-
mains. Optimal Schwarz methods are always nilpotent for an arbitrary number of
subdomains, even unequal ones. Our results indicate that for more general problems
and more than two subdomains, only the optimal Schwarz method will be nilpotent.

1 Université de Genève, Section de mathématiques, e-mail:{Faycal.Chaouqui}{Martin.
Gander}@unige.ch ·2 Université Bordeaux, IMB, CNRS UMR5251, MC2, INRIA Bordeaux
- Sud-Ouest, e-mail:Kevin.Santugini@math.u-bordeaux1.fr

1 Optimal here is not in the sense of scalable, but really optimal: faster convergence is not possible
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2 The Neumann-Neumann algorithm

For two subdomains,J = 2, the Neumann-Neumann algorithm applied to (1) is




ηu(n)j − ∂xxu
(n)
j = f in Ω j ,

u(n)j (x1) = h(n),





ηψ (n)
j − ∂xxψ

(n)
j = 0 in Ω j ,

∂n j ψ
(n)
j (x1) = ∂n1u(n)1 (x1)+ ∂n2u

(n)
2 (x1),

h(n+1) := h(n)−θ(ψ(n)
1 (x1)+ψ(n)

2 (x1)),
(2)

with h(0) an initial guess,θ a relaxation parameter, and in each iterationu(n)1 (0) =

u(n)2 (1) = 0 andψ(n)
1 (0) = ψ(n)

2 (1) = 0.
Since the problem is linear, it suffices to consider the homogeneous case of equa-

tion (1) and analyze the convergence of (2) to the zero solution. Forη > 0 andf = 0,
the differential equations in (2) can readily be solved2, and we obtain for the relax-
ation after a short calculation the relation

h(n+1) = (1−θ(2+ϕ (η )))h(n), ϕ (t) :=
tanh(

√
tℓ1)

tanh(
√

tℓ2)
+

tanh(
√

tℓ2)

tanh(
√

tℓ1)
, t > 0. (3)

Proposition 1. For two subdomains, the Neumann-Neumann algorithm(2) is con-
vergent iff0< θ < θ∗

η , θ∗
η := 2

2+ϕ (η ) . Moreover, convergence is reached after two

iterations forθ :=
θ∗

η
2 , which in the symmetric case (i.e. x1 =

1
2) becomesθ := 1

4,
i.e. the method is then nilpotent.

Proof. The convergence factor of the Neumann-Neumann algorithm (2) isρθ,η :=
|1−θ(2+ϕ (η ))|, and thus the algorithm is convergent iffρθ,η < 1, which is equiv-

alent to requiring that 0< θ < θ∗
η . Moreover,ρθ,η vanishes whenθ :=

θ∗
η
2 , which

makes the algorithm nilpotent.

Proposition 2. For three subdomains, it is not possible to make the Neumann-
Neumann algorithm nilpotent in general.

Proof. We consider the analogous definition of the Neumann-Neumann algorithm
from (2) for three equal subdomains, i.e.x0 = 0, x1 =

1
3, x2 =

2
3, x3 = 1, and obtain

after a short calculation as in Proposition 1 with explicit subdomain solutions
(

h(n+1)
1

h(n+1)
2

)
=

(
1−θ1(4+ 1

s2 ) − θ1
cs2

− θ2
cs2

1−θ2(4+ 1
s2 )

)(
h(n)1

h(n)2

)
, (4)

wheres := sinh(
√η/3) and c := cosh(

√η/3). Convergence in a finite number
of iterations is possible iff the spectral radius of the iteration matrix in (4) vanishes,
which means that the characteristic polynomial must be a monomial of degree 2. The
fact that the other coefficients must vanish implies that the relaxation parametersθ1

andθ2 must satisfy the system of equations

2 all our results remain valid also forη = 0 by taking limits
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(4+
1
s2 )θ1+(4+

1
s2 )θ2 = 2 and (4+

1
s2 )

2θ1θ2 = α , (5)

whereα :=
(4+ 1

s2
)2

(4+ 1
s2
)2−( 1

s2c
)2

> 1. Now (5) has no real solution, since the associated

characteristic equationλ 2−2λ +α = 0 does not admit one. It is thus not possible
in general to obtain a nilpotent iteration for the Neumann-Neumann algorithm with
three subdomains.

We will see in the numerical section that also for more than three subdomains, it is
not possible in general to make the Neumann-Neumann algorithm nilpotent, and we
will even get divergent iterations.

3 The Dirichlet-Neumann algorithm

The Dirichlet-Neumann algorithm applied to (1) for two subdomains is

{
ηu(n)1 − ∂xxu

(n)
1 = f in Ω1,

u(n)1 (x1) = h(n),

{
ηu(n)2 − ∂xxu

(n)
2 = f in Ω2,

∂xu
(n)
2 (x1) = ∂xu

(n)
1 (x1),

h(n+1) := (1−θ)h(n)+θu(n)2 (x1),

(6)

with h(0) an initial guess,θ a relaxation parameter, andu(n)1 (0) = u(n)2 (1) = 0. As for
the Neumann-Neumann algorithm, we study the homogeneous part of eq. (1), and
obtain after a short calculation using the explicitly available subdomain solutions

h(n+1) = (1−θ(1+ψ(η )))h(n), ψ(t) :=
tanh(

√
tℓ2)

tanh(
√

tℓ1)
, t > 0. (7)

Proposition 3. The Dirichlet-Neumann algorithm(6) is convergent for two subdo-
mains iff0 < θ < θ∗

η , θ∗
η := 2

1+ψ(η ) . Moreover, convergence is reached after two

iterations forθ :=
θ∗

η
2 , which in the symmetric case (i.e. x1 =

1
2) becomesθ := 1

2,
i.e. the algorithm is then nilpotent.

Proof. The proof is similar to the proof of Proposition 1.

Proposition 4. For three subdomains, the Dirichlet-Neumann algorithm converges
in three iterations if either

(θ∗
1 ,θ

∗
2 ) =

(
1−

√
1−α

1+
c1s2
s1c2

, 1+
√

1−α
1+

s2s3
c2c3

)
or (θ∗

1 ,θ
∗
2 ) =

(
1+

√
1−α

1+
c1s2
s1c2

, 1−
√

1−α
1+

s2s3
c2c3

)
, (8)

where si := sinh(
√

η ℓi), ci := cosh(
√

η ℓi), i = 1, . . . ,3, andα :=
(1+

c1s2
s1c2

)(1+
s2s3
c2c3

)

1+
c1s2
s1c2

+
s2s3
c2c3

+
c1s3
s1c3

.
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Proof. With the analogously to (6) defined Dirichlet-Neumann algorithm for three
subdomains, and solving the subdomain problems explicitly, we obtain after a short
calculation

(
h(n+1)

1

h(n+1)
2

)
=

(
1−θ1(1+

c1s2
s1c2

) θ1
c2

−θ2
c1s3

s1c2c3
1−θ2(1+

s2s3
c2c3

)

)(
h(n)1

h(n)2

)
, (9)

and the matrix is nilpotent iff its spectral radius vanishes, i.e.

θ1(1+
c1s2

s1c2
)+θ2(1+

s2s3

c2c3
) = 2, (1+

c1s2

s1c2
)(1+

s2s3

c2c3
)θ1θ2 = α . (10)

This system admits the real solutions given in (8), since 0< α < 1.

Proposition 5. For four subdomains, convergence of the Dirichlet-Neumann algo-
rithm in a finite number of iterations can not always be achieved.

Proof. We focus for simplicity on the caseη = 0 and obtain for the analogously to
(6) defined Dirichlet-Neumann algorithm for four subdomains after a short calcula-
tion




h(n+1)
1

h(n+1)
2

h(n+1)
3


=




1−
(
ℓ2
ℓ1
+1
)

θ1 θ1 0

− θ2ℓ3
ℓ1

1−θ2 θ2

− θ3ℓ4
ℓ1

0 1−θ3







h(n)1

h(n)2

h(n)3


 . (11)

For nilpotence, the spectral radius of (11) must vanish, which means that the char-
acteristic polynomial must be a monomial of degree 3. The fact that the other coef-
ficients must vanish implies after a short calculation thatθ1, θ2 andθ3 must satisfy
the system of equations(1+ ℓ2

ℓ1
)θ1+θ2+θ3 = 3, (1+ ℓ2+ℓ3

ℓ1
)θ1θ2+(1+ ℓ2

ℓ1
)θ1θ3+

θ2θ3 = 3, (1+ ℓ2+ℓ3+ℓ4
ℓ1

)θ1θ2θ3 = 1. Substituting the first equation into the second

one we obtainℓ1+ℓ2+ℓ3
ℓ1

θ1θ2+θ3(3−θ3) = 3 =⇒ (1−ℓ4)
ℓ1

θ1θ2+θ3(3−θ3) = 3, and

replacingθ1θ2 by ℓ1
θ3

yields 1− ℓ4+θ2
3 (3−θ3) = 3θ3 =⇒ (θ3−1)3 =−ℓ4 =⇒

θ∗
3 = 1− 3

√
ℓ4. We therefore get

(1+
ℓ2

ℓ1
)θ1+θ2 = 3−θ∗

3 , (1+
ℓ2

ℓ1
)θ1θ2 = (1+

ℓ2

ℓ1
)
ℓ1

θ∗
3
. (12)

The system (12) has real solutions if and only if the discriminant is non negative,

∆ :=
(
−3ℓ4−4ℓ3+3ℓ2/3

4

)(
3
√
ℓ4−1

)−1
≥ 0, (13)

which is equivalent to−3ℓ4− 4ℓ3 + 3ℓ2/3
4 ≤ 0, and hence if this condition is not

satisfied, the algorithm can not be made nilpotent.

We will see in Section 5 that for subdomains of equal size, Dirichlet-Neumann can
be made nilpotent also for a larger number of subdomains.
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4 The Optimal Schwarz algorithm

A non-overlapping Schwarz algorithm for (1) with two subdomains is

{
ηu(n+1)

1 − ∂xxu
(n+1)
1 = f in Ω1,

(∂x+ p+1 )u
(n+1)
1 (x1) = (∂x+ p+1 )u

(n)
2 (x1),

{
ηu(n+1)

2 − ∂xxu
(n+1)
2 = f in Ω2,

(∂x− p−2 )u
(n+1)
2 (x1) = (∂x− p−2 )u

(n)
1 (x1),

(14)
with p+1 , p

−
2 > 0 andu(n)1 (0) = u(n)2 (1) = 0. A direct computations shows that an

optimal Schwarz method converging in two iterations is obtained for an arbitrary
initial guess ifp+1 =

√η coth(
√η ℓ2) andp−2 =

√η coth(
√η ℓ1), and we even have

Proposition 6. For J subdomains, letℓ+j := xJ−x j , j = 1. . . ,J−1 andℓ−j := x j−1−
x0, j = 2, . . . ,J. Then setting p−j :=

√η coth(
√η ℓ−j ) and p+j :=

√η coth(
√η ℓ+j )

in an analogously to(14) defined algorithm with J≥ 2 subdomains, an optimal
Schwarz method converging in J iterations is obtained.

Proof. By linearity, we again study convergence to the zero solution. Letu(n)j be the
approximate solution in eachΩ j at iterationn. First we prove that if

∂xu
(n)
j + p+j u(n)j = 0 atx= x j =⇒ ∂xu

(n)
j + p+j−1u

(n)
j = 0 atx= x j−1,

∂xu
(n)
j − p−j u(n)j = 0 onx= x j−1 =⇒ ∂xu

(n)
j − p−j+1u

(n)
j = 0 onx= x j .

(15)

To see this, suppose that∂xu
(n)
j + p+j u(n)j = 0 on x = x j , and letv be defined by

v(x) := u(n)j (x j−1)
sinh(

√η (xJ−x))
sinh(

√η ℓ+j−1)
. Then∂xv+ p+j v= 0 atx= x j , and by construction

v(x j−1) = u(n)j (x j−1). Hencev satisfies

(η − ∂xx)(u
(n)
j − v) = 0 in (x j−1,x j),

(∂x+ p+j )(u
(n)
j − v) = 0 atx= x j , u(n)j − v= 0 atx= x j−1.

(16)

Therefore, by uniqueness of the solution we must haveu(n)j = v on (x j−1,x j) and

thus∂xu
(n)
j + p+j−1u

(n)
j at x= x j−1, as it holds forv. The proof for the second line in

(15) is similar.
Now since∂xu

(1)
1 − p−2 u(1)1 = 0, we have from the transmission condition∂xu

(2)
2 −

p−2 u(2)2 = ∂xu
(1)
1 − p−2 u(1)1 = 0, which gives∂xu

(2)
2 − p−3 u(2)2 = 0, and using the trans-

mission condition again we get∂xu
(3)
3 − p−3 u(3)3 = ∂xu

(2)
2 − p−3 u(2)2 = 0, and so on,

until ∂xu
(J)
J − p−J u(J)J = 0 and a similar argument holds forp+j . Hence, afterJ itera-

tions the interior iteratesu(J)j satisfy

(η − ∂xx)(u
(J)
j ) = 0 in (x j−1,x j),

(∂x+ p+j )u
(J)
j = 0 atx= x j , (∂x− p−j )u

(J)
j = 0 atx= x j−1,

(17)
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and on the domains on the left and right, we get

(η − ∂xx)(u
(J)
1 ) = 0 in (x0,x1),

(∂x+ p+1 )u
(J)
1 = 0 atx= x1,

u(J)1 = 0 atx= x0.

(η − ∂xx)(u
(J)
J ) = 0 in (xJ−1,xJ),

(∂x− p−J )u
(J)
J = 0 atx= xJ−1.

u(J)J = 0 atx= xJ,

(18)

Hence,u(J)j = 0, for all j = 1, . . . ,J, which concludes the proof.

One can show that this result still holds in higher dimensions for a decomposition
into strips, provided one uses the then non-local Dirichlet to Neumann operators in
the transmission conditions, see [14]. One can however also obtain a nilpotent itera-
tion with less restrictions, which also holds for higher dimensions just by replacing
the transmission parameters below by the Dirichlet to Neumann operators again.

Proposition 7. For J subdomains and1 < d < J,3 choosing p−j for j = 2, . . . ,d
and p+j for j = d, . . .J− 1 as in Proposition 6, optimal Schwarz will converge in
2J∗−1 iterations where J∗ := max(d,J−d+1), independently of the choice of the
remaining p−j , p

+
j .

Proof. Following the proof of Proposition 6, afterj∗ :=max(d,J−d+1) iterations,

theu( j∗)
d satisfy

(η − ∂xx)(u
( j∗)
d ) = 0 in (xd−1,xd),

(∂x− p−d )u
( j∗)
d = 0 atx= xd−1, (∂x+ p+d )u

( j∗)
d = 0 atx= xd.

(19)

Henceu( j∗)
d vanishes in(xd−1,xd) and it follows thatu( j∗+ j−d)

j = 0 for j = d+

1, . . .J, andu( j∗+ j)
d− j = 0 for j = 1, . . .d− 1. Thus optimal Schwarz will converge

after j∗ +max(d−1,J−d) = 2 max(d,J−d+1)−1 iterations, which concludes
the proof.

5 Numerical experiments

We discretize our model problem (1) using finite differences with a mesh size∆x=
10−5 and chose the right hand side such that the exact solution is sin(πx) for the
parameterη = 1. We decompose the domain intoJ= 2,3, . . . ,10 equal subdomains,
and start the iterations with a random initial guess. For each algorithm, we use the
best possible relaxation parameters, i.e. the ones that minimize the spectral radius of
the iteration operator, and we plot the error versus iteration on a semi-log scale. In
Figure 1 we see on the left that Neumann-Neumann is nilpotent for 2 subdomains,

3 Even the cased = 1 andd = J can be handled by changing one of the Robin conditions into a
Dirichlet one
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Fig. 1 Error versus number of iterations for Neumann-Neumann (left), Dirichlet-Neumann (mid-
dle), and optimal Schwarz (right) for different numbers of subdomainsJ = 2,3, . . . ,10 using the
best possible relaxation parameters at the interfaces.

as shown in Proposition 1. For 3, 4 and 5 subdomains, Neumann-Neumann still
converges, but is not nilpotent, see Proposition 2, and for more than 5 subdomains,
the iterations even diverge. One can show that the convergence factor of Neumann-
Neumann for this model problem with optimized relaxation parameters behaves like
O( 1

ℓ2 ) whereℓ is the subdomain size, so divergence will always set in at some point.
For Dirichlet-Neumann in the middle of Figure 1, we see nilpotence for allJ in this
special case of equal sized subdomains, but this would not be the case for general
decompositions, see Proposition 5. The optimal Schwarz method on the right of
Figure 1 always converges inJ iterations, as expected from Proposition 6.

6 Conclusion

We showed for a one dimensional model problem that the Neumann-Neumann
method can only be nilpotent for a decomposition into two general subdomains;
the Dirichlet-Neumann method can be nilpotent also for a decomposition into 3
general subdomains, but not any more for a decomposition into four general sub-
domains. We expect that for subdomains of equal size, Dirichlet-Neumann can
be made nilpotent for an arbitrary number of subdomains. The optimal Schwarz
method is nilpotent for a decomposition into an arbitrary number of subdomains,
also of unequal size and in higher spatial dimensions, and this even if one does
not use systematically the Dirichlet to Neumann operators, see our new result in
Proposition 7. Our negative results for Neumann-Neumann and Dirichlet-Neumann
methods in one spatial dimension imply that these algorithms can not be nilpotent in
higher spatial dimensions either. For the Dirichlet-Neumann method and equal sub-
domains, our result indicates that nilpotence is also possible in higher dimensions
for a strip decomposition, provided that the relaxation parameters become non-local
operators. Optimal Schwarz methods are nilpotent in higher dimensions without
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any restrictions. Such nilpotent iterations have led to some of the best solvers for
Helmholtz problems recently, see [11, 12, 4, 5, 1, 2, 15], and have been important
in the development of optimized Schwarz methods [13, 3, 6, 7]. Well chosen coarse
corrections can make a domain decomposition method also nilpotent, see the very
recent discoveries in [8, 9, 10].
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