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1 Introduction

The paper is concerned with the discretization of a class of elliptic optimal control

problems with highly heterogeneous coefficientȷ

inf 𝐽 (𝑢) = 𝐹 (𝑦, 𝑢) =
1

2
∥𝑦 − 𝑦𝑑 ∥

2
𝐿2 (Ω)

+
𝜈

2
∥𝑢∥2

𝐿2 (Ω)
˘1¯

subject to the state equations

−div(𝜅(𝑥)∇𝑦) = 𝑢, in Ω, ˘2¯

𝑦 = 0, on Γ, ˘3¯

and to the control constraints

𝑎 ≤ 𝑢(𝑥) ≤ 𝑏 for a.e. 𝑥 ∈ Ω, ˘4¯

where Ω ⊂ R2 is a bounded polygonal Lipschitz domain and Γ is the boundary of Ω;

𝜅(𝑥) is a high‚contrast heterogeneous permeability field with 0 < 𝜅0 ≤ 𝜅(𝑥) ≤ 𝜅1

and 𝑎, 𝑏 are real numbers. In ˘1¯, we assume 𝑦𝑑 ∈ 𝐿2 (Ω). Moreover, 𝜈 > 0 is a fixed

positive number. We denote the set of admissible controls by𝑈𝑎𝑑ȷ

𝑈𝑎𝑑 = {𝑢 ∈ 𝐿2 (Ω) : 𝑎 ≤ 𝑢 ≤ 𝑏, a.e. in Ω}.
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In many practical situations, one may encounter heterogeneous media such as

fractured media or porous media with high contrast channels. The coefficients for

these problems usually contain scale disparity and high contrast regions. Solutions

to the problems in these scenarios can contain multiple scales, and very fine com‚

putational meshes are typically needed in order to capture these scales. Because of

these reasons, some type of model reduction is crucial for these problems. These

reduced models are usually constructed based on a coarse grid, whose size does not

necessarily resolve any of the scales. In addition, the resulting solutions are required

to be robust with respect to the scales and the contrasts of the media, which is the

main challenge.

There are existing multiscale approaches, such as [1, 2, 6, 7, 4]. The method in

this paper is based on the Constraint Energy Minimizing Generalized Multiscale

Finite Element Method ˘CEM‚GMsFEM¯ [3]. In general, the method has two com‚

putational stages, called the offline and the online stages. In the offline stage, some

computations are performed once and the reduced model is obtained. In the online

stage, the problem formulated using the reduced model is solved when the input

arguments and source terms are provided. The key to the success of the method is

that the reduced model is only computed once in the offline stage, and the model

can be used repeatedly in the online stage for various choices of input parameters

and sources. In the offline stage, we will construct some local multiscale basis func‚

tions. The construction begins with a local auxiliary space, which is defined for

each coarse element. The local auxiliary space is determined using a local spectral

problem, which is able to identify high contrast channelized networks and fractures,

as well as identify some important modes of the solution. We will use the first few

eigenfunctions corresponding to small eigenvalues as the local auxiliary functions.

Next, for each auxiliary function on a target coarse element, we will define a corre‚

sponding target multiscale basis function. The multiscale basis function is obtained

by minimizing an energy over an oversampling region, obtained by extending the

target coarse element by a few coarse grid layers, subject to some orthogonality

conditions. These orthogonality conditions require that the target multiscale basis

function is orthogonal to all auxiliary functions except the one being selected. The

resulting multiscale basis functions have several important properties. One of them

is that these basis functions are localized, providing the foundation of computing

numerically on local oversampling regions. Another property is that the resulting

coarse model based on the Galerkin formulation is first order convergent with respect

to the coarse mesh size in the natural energy norm. The error bound is independent

of the heterogeneities and contrast of the medium parameter 𝜅. Hence the reduced

model is very robust.

2 Method description

This section will give the detail of our multiscale method and state the main conver‚

gence results. First of all, we introduce the adjoint equation
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−div(𝜅(𝑥)∇𝑝) = 𝑦 − 𝑦𝑑 , in Ω, ˘5¯

𝑝 = 0, on Γ. ˘6¯

We call the solution 𝑦 of ˘2¯‚˘3¯ for a control 𝑢 an associated state to 𝑢 and denote it

as 𝑦(𝑢). In the same way, we call the solution 𝑝 of ˘7¯‚˘6¯ corresponding to 𝑦(𝑢) an

associated adjoint state to 𝑢 and denote it as 𝑝(𝑢). We introduce the projection

Π[𝑎,𝑏] ( 𝑓 (𝑥)) = max(𝑎,min(𝑏, 𝑓 (𝑥))).

Then we can formulate the necessary and sufficient first order optimality condition

for ˘1¯‚˘4¯.

Lemma 1 A necessary and sufficient condition for the optimality of a control 𝑢̄ with

corresponding state 𝑦̄ = 𝑦(𝑢̄) and adjoint state 𝑝 = 𝑝(𝑢̄), respectively, is that the

equation

𝑢̄ = Π[𝑎,𝑏]

(
−

1

𝜈
𝑝

)
˘7¯

holds, where the state and adjoint equations for control 𝑢̄ is given by:

−div(𝜅(𝑥)∇𝑦̄) = 𝑢̄, in Ω,

𝑦̄ = 0, on Γ

and

−div(𝜅(𝑥)∇𝑝) = 𝑦̄ − 𝑦𝑑 , in Ω,

𝑝 = 0, on Γ.

Moreover, due to (7), we obtain 𝑢̄ ∈ 𝐻1 (Ω). See Theorem 2.28 in [8] for details.

We are now in a position to introduce the discretized problem. We apply a

multiscale finite element based approximation of the optimal control problem ˘1¯‚

˘4¯. First, the notions of fine and coarse grids are introduced. Let𝑇𝐻 be a conforming

partition of Ω into finite elements. Here, 𝐻 is the coarse‚mesh size and this partition

is called coarse grid. We let 𝑁𝑐 be the number of vertices and 𝑁 be the number of

elements in the coarse mesh. We assume that each coarse element is partitioned into

a connected union of fine‚grid cells and this partition is called 𝑇ℎ. Note that 𝑇ℎ is

a refinement of the coarse grid 𝑇𝐻 with the mesh size ℎ. It is assumed that the fine

grid is sufficiently fine to resolve the solution.

Moreover, we set

𝑈𝐻 = {𝑢 ∈ 𝐿∞ (Ω) : 𝑢 |𝑇′ is constant on all 𝑇 ′ ∈ 𝑇𝐻 },

𝑈𝑎𝑑𝐻 = 𝑈𝐻 ∩𝑈𝑎𝑑 ,

𝑉 = 𝐻1
0 (Ω).

For each 𝑢𝐻 ∈ 𝑈𝐻 , the solution 𝑦(𝑢𝐻 ) of ˘2¯‚˘3¯ satisfies
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𝑎(𝑦(𝑢𝐻 ), 𝑣) =

∫

Ω

𝑢𝐻𝑣 𝑑𝑥 ∀𝑣 ∈ 𝑉, ˘8¯

where 𝑎 : 𝑉 × 𝑉 → R is the bilinear form defined by 𝑎(𝑦, 𝑣) =
∫
Ω
𝜅∇𝑦 · ∇𝑣 𝑑𝑥.

We define the energy norm ∥𝑦∥𝑎 = 𝑎(𝑦, 𝑦)
1
2 . Notice that our goal is to construct a

numerical scheme that gives the cell average of the control on the coarse grid.

2.1 Multiscale basis functions

We will construct 𝑉𝑚𝑠 , which is the space spanned by all multiscale basis functions.

Then the multiscale solution 𝑦𝑚𝑠 is defined as the solution of the following problemȷ

find 𝑦𝑚𝑠 ∈ 𝑉𝑚𝑠 such that

𝑎(𝑦𝑚𝑠 (𝑢𝐻 ), 𝑣) =

∫

Ω

𝑢𝐻𝑣 𝑑𝑥 ∀𝑣 ∈ 𝑉𝑚𝑠 . ˘9¯

We will first construct our auxiliary multiscale basis functions, which will be

constructed for each coarse cell 𝐾 in the coarse grid. Let 𝐾𝑖 be the 𝑖‚th coarse

cell and let 𝑉 (𝐾𝑖) be the restriction of 𝑉 on 𝐾𝑖 , which is 𝐻1 (𝐾𝑖). Following the

construction from [3], we need a local spectral problem, which is to find a real

number 𝜆
(𝑖)
𝑗

and a function 𝜙
(𝑖)
𝑗

∈ 𝑉 (𝐾𝑖) such that

𝑎𝑖 (𝜙
(𝑖)
𝑗
, 𝑤) = 𝜆

(𝑖)
𝑗
𝑠𝑖 (𝜙

(𝑖)
𝑗
, 𝑤), ∀𝑤 ∈ 𝑉 (𝐾𝑖), ˘10¯

where 𝑎𝑖 is a symmetric non‚negative definite bilinear operator and 𝑠𝑖 is a symmet‚

ric positive definite bilinear operators defined on 𝑉 (𝐾𝑖) × 𝑉 (𝐾𝑖). We assume the

normalization 𝑠𝑖 (𝜙
(𝑖)
𝑗
, 𝜙

(𝑖)
𝑗
) = 1. Notice that 𝜆

(𝑖)
𝑗

depends on 𝐻. In the numerical

implementation, we need a fine grid in order to compute 𝜙
(𝑖)
𝑗

. Based on the analysis

in [3], we can choose

𝑎𝑖 (𝑣, 𝑤) =

∫

𝐾𝑖

𝜅∇𝑣 · ∇𝑤 𝑑𝑥, 𝑠𝑖 (𝑣, 𝑤) =

∫

𝐾𝑖

𝜅𝑣𝑤 𝑑𝑥

where 𝜅 =
∑𝑁𝑐

𝑗=1
𝜅 |∇𝜒𝑚𝑠

𝑗
|2 and {𝜒𝑚𝑠

𝑗
}
𝑁𝑐

𝑗=1
are the standard multiscale finite element

˘MsFEM¯ basis functions or piecewise bilinear basis, which satisfy the partition of

unity property. We note that 𝜅 is positive and it is important in the estimate of local‚

ization of basis functions, see Lemma 3 of [3]. We let 𝜆
(𝑖)
𝑗

be the eigenvalues of ˘10¯

arranged in ascending order. We will use the first 𝑙𝑖 eigenfunctions to construct our

local auxiliary multiscale space 𝑉
(𝑖)
𝑎𝑢𝑥 , where 𝑉

(𝑖)
𝑎𝑢𝑥 = span{𝜙

(𝑖)
𝑗
| 𝑗 ≤ 𝑙𝑖}. The precise

choice of 𝑙𝑖 is based on a given tolerance. In particular, we let Λ = min1≤𝑖≤𝑁 𝜆
(𝑖)

𝑙𝑖+1
.

Then we can choose 𝑙𝑖 so that Λ is less than a given tolerance, which can be chosen

as 𝑂 (1). Such tolerances will be introduced in Theorem 1. The global auxiliary

multiscale space 𝑉𝑎𝑢𝑥 is the sum of these local auxiliary multiscale spaces, namely
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𝑉𝑎𝑢𝑥 = ⊕𝑁
𝑖=1
𝑉

(𝑖)
𝑎𝑢𝑥 . This space is used to construct the target multiscale basis functions

that are 𝜙‚orthogonal to the auxiliary space𝑉𝑎𝑢𝑥 . The notion of 𝜙‚orthogonality will

be defined next.

For the local auxiliary multiscale space 𝑉
(𝑖)
𝑎𝑢𝑥 , the bilinear form 𝑠𝑖 in ˘10¯ defines

an inner product with norm ∥𝑣∥𝑠 (𝐾𝑖) = 𝑠𝑖 (𝑣, 𝑣)
1
2 . These local inner products and

norms provide natural definitions of inner product and norm for the global auxiliary

multiscale space 𝑉𝑎𝑢𝑥 , which are defined by

𝑠(𝑣, 𝑤) =

𝑁∑︁

𝑖=1

𝑠𝑖 (𝑣, 𝑤), ∥𝑣∥𝑠 = 𝑠(𝑣, 𝑣)
1
2 , ∀𝑣 ∈ 𝑉𝑎𝑢𝑥 .

We note that 𝑠(𝑣, 𝑤) and ∥𝑣∥𝑠 are also an inner product and norm for the space

𝑉 . Using the above inner product, we can define the notion of 𝜙‚orthogonality in

the space 𝑉 . Given a function 𝜙
(𝑖)
𝑗

∈ 𝑉𝑎𝑢𝑥 , we say that a function 𝜓 ∈ 𝑉 is

𝜙
(𝑖)
𝑗

‚orthogonal if

𝑠(𝜓, 𝜙
(𝑖)
𝑗
) = 1, 𝑠(𝜓, 𝜙

(𝑖′)
𝑗′

) = 0, if 𝑗 ′ ≠ 𝑗 or 𝑖′ ≠ 𝑖.

We remark that the function 𝜙
(𝑖)
𝑗

has support 𝐾𝑖 , and we assume that 𝜙
(𝑖)
𝑗

is zero

outside 𝐾𝑖 . Now, we let 𝜋𝑖 : 𝐿2 (𝐾𝑖) → 𝑉
(𝑖)
𝑎𝑢𝑥 be the projection with respect to the

inner product 𝑠𝑖 (𝑣, 𝑤). So, the operator 𝜋𝑖 is given by

𝜋𝑖 (𝑢) =

𝑙𝑖∑︁

𝑗=1

𝑠𝑖 (𝑢, 𝜙
(𝑖)
𝑗
)𝜙

(𝑖)
𝑗
, ∀𝑢 ∈ 𝑉.

In addition, we let 𝜋 : 𝐿2 (Ω) → 𝑉𝑎𝑢𝑥 be the projection with respect to the inner

product 𝑠(𝑣, 𝑤). So, the operator 𝜋 is given by

𝜋(𝑢) =

𝑁∑︁

𝑖=1

𝑙𝑖∑︁

𝑗=1

𝑠𝑖 (𝑢, 𝜙
(𝑖)
𝑗
)𝜙

(𝑖)
𝑗
, ∀𝑢 ∈ 𝑉.

Note that 𝜋 =
∑𝑁
𝑖=1 𝜋𝑖 .

We next present the construction of our multiscale basis functions. For each

coarse element 𝐾𝑖 , we define an oversampled domain 𝐾𝑖,𝑚 ⊂ Ω by enlarging 𝐾𝑖
by 𝑚 coarse grid layers, where 𝑚 ≥ 1 is an integer. An illustration of the fine grid,

coarse grid, and oversampling domain are shown in Fig. 1. We emphasize that the

basis functions 𝜓
(𝑖)
𝑗 ,𝑚𝑠

are supported in the oversampling region 𝐾𝑖,𝑚 with 𝑚 being

the number of oversampling layers. We will state in Theorem 1 the requirement on

this integer 𝑚.

We next define the multiscale basis function 𝜓
(𝑖)
𝑗 ,𝑚𝑠

∈ 𝑉0 (𝐾𝑖,𝑚) by

𝜓
(𝑖)
𝑗 ,𝑚𝑠

= argmin
{
𝑎(𝜓, 𝜓) |𝜓 ∈ 𝑉0 (𝐾𝑖,𝑚), 𝜓 is 𝜙

(𝑖)
𝑗

‚orthogonal
}

˘11¯
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Fig. 1: Illustration of the coarse grid, fine grid and oversampling domain.

where 𝑉 (𝐾𝑖,𝑚) is the restriction of 𝑉 in 𝐾𝑖,𝑚 which is 𝐻1 (𝐾𝑖,𝑚), and 𝑉0 (𝐾𝑖,𝑚)

is the subspace of 𝑉 (𝐾𝑖,𝑚) with zero trace on 𝜕𝐾𝑖,𝑚, i.e. 𝑉0 (𝐾𝑖,𝑚) = 𝐻1
0
(𝐾𝑖,𝑚).

Equivalently, we find 𝜓
(𝑖)
𝑗 ,𝑚𝑠

∈ 𝑉0 (𝐾𝑖,𝑚) and 𝜇 ∈ 𝑉
(𝑖,𝑚)
𝑎𝑢𝑥 that satisfy the following

𝑎(𝜓
(𝑖)
𝑗 ,𝑚𝑠

, 𝑣) + 𝑠(𝑣, 𝜇)= 0, ∀𝑣 ∈ 𝑉0 (𝐾𝑖,𝑚),

𝑠(𝜓
(𝑖)
𝑗 ,𝑚𝑠

, 𝜈)= 𝑠(𝜙
(𝑖)
𝑗
, 𝜈), ∀𝜈 ∈ 𝑉

(𝑖,𝑚)
𝑎𝑢𝑥 .

˘12¯

In the above, we define 𝑉
(𝑖,𝑚)
𝑎𝑢𝑥 = ⊕𝑉

( 𝑗)
𝑎𝑢𝑥 where the sum is over all 𝐾 𝑗 ⊂ 𝐾𝑖,𝑚. Our

multiscale finite element space 𝑉𝑚𝑠 is defined by

𝑉𝑚𝑠 = span
{
𝜓
(𝑖)
𝑗 ,𝑚𝑠

| 1 ≤ 𝑗 ≤ 𝑙𝑖 , 1 ≤ 𝑖 ≤ 𝑁
}
.

Finally, we set

𝑉𝐻 = 𝑉𝑚𝑠 ⊂ 𝐻1
0 (Ω).

This is the coarse space for the systems ˘2¯‚˘3¯ and ˘7¯‚˘6¯.

2.2 The proposed method

We will use the space 𝑈𝑎𝑑
𝐻

for the approximation of the control 𝑢. For the state

variables 𝑦 and 𝑝, we will use the space 𝑉𝐻 . For each 𝑢𝐻 ∈ 𝑈𝐻 , the approximate

solution 𝑦𝐻 (𝑢𝐻 ) ∈ 𝑉𝐻 of ˘2¯‚˘3¯ satisfies

𝑎(𝑦𝐻 (𝑢𝐻 ), 𝑣𝐻 ) =

∫

Ω

𝑢𝐻𝑣𝐻 𝑑𝑥, ∀𝑣𝐻 ∈ 𝑉𝐻 . ˘13¯

In other words, 𝑦𝐻 (𝑢𝐻 ) is the approximated state associated with 𝑢𝐻 . The finite

dimensional approximation of the optimal control problem is defined asȷ find 𝑢𝐻 ∈

𝑈𝑎𝑑
𝐻

such that is minimizes the following functional
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𝐽 (𝑢𝐻 ) =
1

2
∥𝑦𝐻 (𝑢𝐻 ) − 𝑦𝑑 ∥

2
𝐿2 (Ω)

+
𝜈

2
∥𝑢𝐻 ∥

2
𝐿2 (Ω)

. ˘14¯

The adjoint equation is discretized in the same wayȷ find 𝑝𝐻 (𝑢𝐻 ) ∈ 𝑉𝐻 such that

𝑎(𝑝𝐻 (𝑢𝐻 ), 𝑣𝐻 ) =

∫

Ω

(𝑦𝐻 (𝑢𝐻 ) − 𝑦𝑑)𝑣𝐻 𝑑𝑥 ∀𝑣𝐻 ∈ 𝑉𝐻 . ˘15¯

From now on, we denote the optimal control of the discrete optimization problem as

𝑢̄𝐻 and corresponding state and adjoint solutions as 𝑦̄𝐻 and 𝑝𝐻 respectively. That

is 𝑦̄𝐻 = 𝑦𝐻 (𝑢̄𝐻 ) and 𝑝𝐻 = 𝑝𝐻 (𝑢̄𝐻 ). We remark that the associated adjoint state

𝑝 belongs to the space 𝐻1 (Ω). The optimal control 𝑢̄ is obtained by the projection

formula ˘7¯.

Let 𝑢̄ be the solution of ˘1¯‚˘4¯. We define a piecewise constant function by using

the local mean value of 𝑢̄ȷ

𝑤𝐻 (𝑥) =

∫
𝑇𝑖
𝑢̄(𝑥)𝑑𝑥

∫
𝑇𝑖

1𝑑𝑥
if 𝑥 ∈ 𝑇𝑖 where 𝑇𝑖 ∈ 𝑇𝐻 . ˘16¯

It is clear that 𝑤𝐻 ∈ 𝑈𝑎𝑑
𝐻

.

Now we are able to formulate our convergence result.

Theorem 1 Let 𝑢̄𝐻 be the solution of (14). Moreover, if the number of oversampling

layers 𝑚 = 𝑂 (log(𝐻−1𝜅−1
0
𝜅1)) and 𝜒𝑖 are bilinear partition of unity, then we have

the following error bound

∥𝑢̄𝐻 − 𝑢̄∥𝐿2 (Ω) + ∥ 𝑦̄𝐻 − 𝑦̄∥𝑎 + ∥𝑝𝐻 − 𝑝∥𝑎 ≤ 𝐶𝐻Λ− 1
2 𝜈−1. ˘17¯

whereΛ is the minimal eigenvalue that the corresponding eigenvector is not included

in the auxiliary space, that is, Λ = min1≤𝑖≤𝑁 𝜆
(𝑖)

𝑙𝑖+1
. Moreover, the constant 𝐶 is

independent of the mesh size and the coefficient 𝜅.

Note that the precise equation for 𝑚 can be found at the end of Section 5 in [3].

2.3 Outline of error analysis

We will briefly outline the error analysis and a proof of Theorem 1. Using the results

in [3], we obtain Lemmas 2‚4.

Lemma 2 Let 𝑢 ∈ 𝐿2 (Ω). Moreover, if the number of oversampling layers 𝑚 =

𝑂 (log(𝐻−1𝜅−1
0
𝜅1)) and {𝜒𝑖} are bilinear partition of unity, then we have

∥𝑦(𝑢) − 𝑦𝐻 (𝑢)∥𝑎 ≤ 𝐶𝐻Λ− 1
2 ∥𝜅−

1
2 𝑢∥𝐿2 (Ω) , ˘18¯

∥𝑝(𝑢) − 𝑝𝐻 (𝑢)∥𝑎 ≤ 𝐶𝐻Λ− 1
2 (∥𝜅−

1
2 𝑦∥𝐿2 (Ω) + ∥𝜅−

1
2 𝑦𝑑 ∥𝐿2 (Ω) ),

≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
(∥𝑢∥𝐿2 (Ω) + ∥𝑦𝑑 ∥𝐿2 (Ω) ). ˘19¯
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Lemma 3 Let 𝑤𝐻 be the function defined by (16). In addition, suppose that the

assumptions of Lemma 2 are fulfilled. Then we have

∥𝑦𝐻 (𝑢̄) − 𝑦𝐻 (𝑤𝐻 )∥𝑎 ≤ 𝐶𝐻𝜅
− 1

2

0
∥𝑢̄∥𝐻1 (Ω) , ˘20¯

∥𝑝𝐻 (𝑢̄) − 𝑝𝐻 (𝑤𝐻 )∥𝑎 ≤ 𝐶𝐻𝜅
− 1

2

0
∥𝑢̄∥𝐻1 (Ω) , ˘21¯

∥𝑝 − 𝑝𝐻 (𝑤𝐻 )∥𝑎 ≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
(∥𝑢̄∥𝐻1 (Ω) + ∥𝑦𝑑 ∥𝐿2 (Ω) ). ˘22¯

Lemma 4 The following variational inequalities are necessary and sufficient for the

optimality of the unique solutions of (1)-(4) and (14):

(𝑝 + 𝜈𝑢̄, 𝑢 − 𝑢̄)𝐿2 (Ω) ≥ 0 ∀𝑢 ∈ 𝑈𝑎𝑑 , ˘23¯

(𝑝𝐻 (𝑢̄𝐻 ) + 𝜈𝑢̄𝐻 , 𝜁𝐻 − 𝑢̄𝐻 )𝐿2 (Ω) ≥ 0 ∀𝜁𝐻 ∈ 𝑈𝑎𝑑𝐻 . ˘24¯

Now, we derive a variational inequality for the function 𝑤𝐻 . We define a new

function 𝑝 by

𝑝(𝑥) =

∫
𝑇𝑖
𝑝(𝑥) 𝑑𝑥

∫
𝑇𝑖

1 𝑑𝑥
, where 𝑥 ∈ 𝑇𝑖 ∈ 𝑇𝐻 .

Then, using ˘23¯, we obtain

(𝑝 + 𝜈𝑤𝐻 , 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω) ≥ 0. ˘25¯

Moreover, we can test inequality ˘24¯ with the function 𝑤𝐻 and get

(𝑝𝐻 (𝑢̄𝐻 ) + 𝜈𝑢̄𝐻 , 𝑤𝐻 − 𝑢̄𝐻 )𝐿2 (Ω) ≥ 0. ˘26¯

Combining the results, we have

𝜈∥𝑤𝐻 − 𝑢̄𝐻 ∥
2
𝐿2 (Ω)

≤ (𝑝 − 𝑝𝐻 (𝑢̄𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω) . ˘27¯

The right‚hand side of ˘27¯ can be written as

(𝑝 − 𝑝𝐻 (𝑢̄𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω) = (𝑝𝐻 (𝑤𝐻 ) − 𝑝𝐻 (𝑢̄𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω)

+ (𝑝 − 𝑝𝐻 (𝑤𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω)

+ (𝑝 − 𝑝, 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω) . ˘28¯

Next we estimate these three terms. The first term on the right hand side of ˘28¯ can

be estimated as

(𝑝𝐻 (𝑤𝐻 ) − 𝑝𝐻 (𝑢̄𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω)

= (𝑦𝐻 (𝑤𝐻 ) − 𝑦𝐻 (𝑢̄𝐻 ), 𝑦𝐻 (𝑢̄𝐻 ) − 𝑦𝐻 (𝑤𝐻 ))𝐿2 (Ω)

≤ 0.

˘29¯

The second term on the right hand side of ˘28¯ can be estimated using ˘22¯ȷ
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(𝑝 − 𝑝𝐻 (𝑤𝐻 ), 𝑢𝐻 − 𝑤𝐻 )𝐿2 (Ω)

≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
(∥𝑢̄∥𝐻1 (Ω) + ∥𝑦𝑑 ∥𝐿2 (Ω) ) · ∥𝑤𝐻 − 𝑢𝐻 ∥𝐿2 (Ω) .

˘30¯

The third term represents a formula for the numerical integration. Using that 𝑢𝐻 and

𝑤𝐻 are constant on each triangle 𝑇𝑖 ,

(𝑝 − 𝑝, 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω) =

∑︁

𝑖

∫

𝑇𝑖

((𝑝(𝑥) − 𝑝(𝑥)) (𝑢̄𝐻 (𝑥) − 𝑤𝐻 (𝑥)) 𝑑𝑥

=

∑︁

𝑖

(𝑢̄𝐻 (𝑥) − 𝑤𝐻 (𝑥))

∫

𝑇𝑖

(𝑝(𝑥) − 𝑝(𝑥)) 𝑑𝑥

=

∑︁

𝑖

(𝑢̄𝐻 (𝑥) − 𝑤𝐻 (𝑥)) (

∫

𝑇𝑖

𝑝(𝑥) 𝑑𝑥 −

∫

𝑇𝑖

𝑝(𝑥) 𝑑𝑥)

= 0. ˘31¯

Using ˘29¯‚˘31¯ in ˘28¯, we get

(𝑝 − 𝑝𝐻 (𝑢̄𝐻 ), 𝑢̄𝐻 − 𝑤𝐻 )𝐿2 (Ω)

≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
(∥𝑢̄∥𝐻1 (Ω) + ∥𝑦𝑑 ∥𝐿2 (Ω) ) · ∥𝑤𝐻 − 𝑢̄𝐻 ∥𝐿2 (Ω) .

Note that, by the standard finite element interpolation theory, we have

∥𝑢̄𝐻 − 𝑢̄∥𝐿2 (Ω) ≤ ∥𝑢̄𝐻 − 𝑤𝐻 ∥𝐿2 (Ω) + ∥𝑢̄ − 𝑤𝐻 ∥𝐿2 (Ω)

≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
𝜈−1 (∥𝑢̄∥𝐻1 (Ω) + ∥𝑦𝑑 ∥𝐿2 (Ω) ).

By Lemma 2 and Lemma 3, we have

∥ 𝑦̄𝐻 − 𝑦̄∥𝑎

≤ ∥ 𝑦̄𝐻 − 𝑦𝐻 (𝑤𝐻 )∥𝑎 + ∥𝑦𝐻 (𝑤𝐻 ) − 𝑦(𝑤𝐻 )∥𝑎 + ∥𝑦(𝑤𝐻 ) − 𝑦̄∥𝑎

≤ 𝐶𝐻Λ− 1
2 𝜅

− 1
2

0
∥𝑢̄∥𝐻1 (Ω) + 𝐶𝐻Λ

− 1
2 ∥𝜅−

1
2𝑤𝐻 ∥𝐿2 (Ω) + 𝐶𝐻Λ

− 1
2 𝜅

− 1
2

0
∥𝑢̄𝐻 ∥𝐻1 (Ω)

≤ 𝐶𝐻Λ− 1
2 .

Similarly, we have ∥𝑝𝐻 − 𝑝∥𝑎 ≤ 𝐶𝐻Λ− 1
2 . This proves Theorem 1.

3 Numerical results

In this section, we will present some numerical tests to validate the convergence

of the method. The optimization problems are solved numerically by a primal‚dual

active set strategy; see, for instance, [5]. The primal‚dual active set strategy will be

presented here. For this purpose we introduce the active and inactive sets for the

solution and define
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𝐴∗
+ = {𝑥 ∈ Ω : 𝑢∗ (𝑥) = 𝑏}, 𝐴∗

− = {𝑥 ∈ Ω : 𝑢∗ (𝑥) = 𝑎},

and 𝐼∗ = {𝑥 ∈ Ω : 𝑎 < 𝑢∗ (𝑥) < 𝑏}.

Here and below, the set theoretic definitions are understood in the almost everywhere

sense. Given (𝑢𝑛−1, 𝜆𝑛−1), the active sets for the new iterate are chosen according to

𝐴+
𝑛 =

{
𝑥 ∈ Ω : 𝑢𝑛−1 (𝑥) +

𝜆𝑛−1 (𝑥)

𝑐
> 𝑏

}
, ˘32¯

𝐴−
𝑛 =

{
𝑥 ∈ Ω : 𝑢𝑛−1 (𝑥) +

𝜆𝑛−1 (𝑥)

𝑐
< 𝑎

}
, ˘33¯

where 𝑐 > 0. The update strategies for 𝐴+
𝑛 and 𝐴−

𝑛 are the key ingredients of the

proposed algorithm. The complete algorithm is specified in Algorithm 1.

Algorithm 1 Primal‚dual Active Set Strategy.

1ȷ Initializationȷ Choose 𝑢0 and 𝜆0, and set 𝑛 = 1 .

2ȷ Determine the active sets according to ˘32¯‚˘33¯, and set 𝐼𝑛 = Ω \ (𝐴+
𝑛 ∪ 𝐴−𝑛) .

3ȷ If 𝑛 ≥ 2 , 𝐴+
𝑛 = 𝐴+

𝑛−1
, 𝐴−

𝑛 = 𝐴−
𝑛−1

, and 𝐼𝑛 = 𝐼𝑛−1, then STOP.

4ȷ Else, find (𝑦𝑛 , 𝑝𝑛) ∈ 𝑉𝐻 × 𝑉𝐻 such that

∫

Ω

𝜅∇𝑦𝑛 · ∇𝑣𝐻 𝑑𝑥 =

∫

Ω

𝑢𝑛𝑣𝐻 𝑑𝑥 ∀𝑣𝐻 ∈ 𝑉𝐻

∫

Ω

𝜅∇𝑝𝑛 · ∇𝑣𝐻 𝑑𝑥 =

∫

Ω

(𝑦𝑛 − 𝑦𝑑)𝑣𝐻 𝑑𝑥 ∀𝑣𝐻 ∈ 𝑉𝐻

where

𝑢𝑛 (𝑥) =





𝑏 if 𝑥 ∈ 𝐴+
𝑛,

𝑎 if 𝑥 ∈ 𝐴−
𝑛,

−

∫
𝑇
𝑝𝑛 𝑑𝑥

𝜈
∫
𝑇

1 𝑑𝑥
if 𝑥 ∈ 𝐼𝑛 ∩ 𝑇 , where 𝑇 ∈ 𝑇𝐻 .

5ȷ Set 𝜆𝑛 = −𝑝𝑛 − 𝜈𝑢𝑛, update 𝑛 := 𝑛 + 1, and goto 2.

In our simulations, we take the medium parameter 𝜅 shown in Fig. 2, and the

contrast is 104. Note that, the state equation is given by

−div(𝜅∇𝑦) = 𝑢 in Ω,

𝑦 = 0 on Γ ˘34¯

Define 𝑢 𝑓 (𝑥1, 𝑥2) = 2𝜋𝑥1 (1 − 𝑥1)
2 sin(𝜋𝑥2). We construct the exact optimal

control 𝑢̄

𝑢̄(𝑥1, 𝑥2) =





𝑎 if 𝑢 𝑓 (𝑥1, 𝑥2) < 𝑎,

𝑢 𝑓 (𝑥1, 𝑥2) if 𝑢 𝑓 (𝑥1, 𝑥2) ∈ [𝑎, 𝑏],

𝑏 if 𝑢 𝑓 (𝑥1, 𝑥2) > 𝑏

We also denote the optimal state 𝑦̄ by solving ˘34¯. For the optimal adjoint state 𝑝,

we find
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Fig. 2: The high contrast medium 𝜅 .

𝑝(𝑥1, 𝑥2) = −2𝜋𝜈𝑥1 (1 − 𝑥1)
2 sin(𝜋𝑥2)

The desired state is given by

𝑦𝑑 (𝑥1, 𝑥2) = 𝑦̄ + div(𝜅∇𝑝).

It is easy to see that these functions fulfill the necessary and sufficient first order

optimality conditions. Also, we take 𝑐 = 2 and 𝜈 = 1.

The solution 𝑦̄ is calculated by the reference solution using a 200×200 fine mesh.

We need 6 iterations to stop the primal‚dual active set strategy. Also, if we solve the

problem on the fine mesh, we need to solve problems with 2 × 201 × 201 unknowns

in one iteration but in our approach, we only need ß600 unknowns even for the finest

case 𝐻 =
1
40

. Fig. 3 and Fig. 4 show the numerical solutions 𝑢̄𝐻 for 𝐻 = 0.05 and

𝐻 = 0.025 respectively. Table 1 shows the relative 𝐿2‚norm error for 𝑢̄ − 𝑢̄𝐻 . The

order of the 𝐿2‚error is about 1. Table 2 shows the same result with one more number

of basis per coarse element.

Fig. 3: 𝑢̄𝐻 using 𝐻 = 0.05. Fig. 4: 𝑢̄𝐻 using 𝐻 = 0.025.
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Table 1: 𝐿2 error with 3 basis functions per coarse element

number of basis 𝐻 # oversample layers
∥𝑢̄𝐻−𝑢̄∥

𝐿2 (Ω)

∥𝑢̄∥
𝐿2 (Ω)

3 1/5 3 23.8716%

3 1/10 3 9.6973%

3 1/20 4 4.3582%

3 1/40 5 1.6717%

Table 2: 𝐿2 error with 4 basis functions per coarse element

number of basis 𝐻 # oversample layers
∥𝑢̄𝐻−𝑢̄∥

𝐿2 (Ω)

∥𝑢̄∥
𝐿2 (Ω)

4 1/5 3 21.9864%

4 1/10 3 9.6987%

4 1/20 4 4.3463%

4 1/40 5 1.6782%
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