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1 Introduction

In the times of exascale computing, very efficient algorithms for space parallelism
exist and communication between processors has become a bottleneck; parallelism
in the time dimension is necessary. The Parareal algorithm [10] allows us to do this
in a non-intrusive fashion. However, it is limited by the sequential nature of its coarse
operator. A solution would be to consider a multilevel version of Parareal such as
Multigrid Reduction in Time (MGRIT) [3], but it also suffers from scalability issues
due to coarsening only in the time dimension. There are some algorithms that are
scalable such as the Space-Time Multigrid algorithm of Gander and Neumüller [8],
but they are more intrusive.
Parareal with spatial coarsening offers a solution that would be both scalable and

non-intrusive. It has been first introduced in [4] in order to preserve the stability of the
scheme while solving the Navier-Stokes equations, but it has only been numerically
studied in [11].
Many bounds for Parareal exist [5, 7, 9], but they do not provide useful information

in the case where spatial coarsening is used, or have assumptions that cannot be
satisfied such as simultaneous diagonalizability in [2, 12]. We present here two
convergence bounds for Parareal with spatial coarsening, and illustrate our results
using the heat equation.
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2 Parareal with spatial coarsening

Let 𝐴 ∈ R𝑛𝑥×𝑛𝑥 be a matrix coming from a uniform 𝑛𝑥 point spatial discretization of
a partial differential equation and define 𝑓 : R→ R𝑛𝑥 to be a source term. Consider
the initial value problem,

𝑦′(𝑡) = 𝐴 𝑦(𝑡) + 𝑓 (𝑡), 𝑡 ∈ (0, 𝑇], 𝑦(0) = 𝑦0 . (1)

Note that the assumptions on the linearity of the problem and the time independence
of 𝐴 are only necessary to facilitate the analysis. The problem (1) can be then
discretized in time on a uniform 𝑛𝑡 + 1 point mesh using a one-step method. This
results in the time-stepping iteration,

𝑦𝑛+1 = Φ 𝑦𝑛 + 𝑓𝑛, 𝑛 = 0, . . . , 𝑛𝑡 . (2)

Now, coarsen the spatial and time mesh by a factor of 𝑚𝑥 and 𝑚𝑡 such that the
fine mesh can be seen as a refinement of the coarse mesh. Define 𝑢 and 𝑔 to be the
restrictions of 𝑦 and 𝑓 to the coarse grid. Proceeding in the sameway, a time-stepping
iteration can be defined on the coarse mesh,

𝑢𝑛+1 = Ψ 𝑢𝑛 + 𝑔𝑛, 𝑛 = 0, . . . , 𝑛𝑡/𝑚𝑡 , (3)

where Ψ is an operator depending on the coarse time-step and the spatial discretiza-
tion matrix of the coarse problem. Define also the operators 𝐹 := Φ𝑚𝑡 and 𝐺 := Ψ.

Example: Discretization of the heat equation

Consider the one-dimensional heat equation,
𝜕𝑡 𝑦(𝑥, 𝑡) = 𝑐2𝜕𝑥𝑥𝑦(𝑥, 𝑡) + 𝑓 (𝑥, 𝑡) , (𝑥, 𝑡) ∈ (0, 𝐿) × (0, 𝑇],
𝑦(𝑥, 0) = 𝑦0 (𝑥) , 𝑥 ∈ (0, 𝐿),
𝑦(0, 𝑡) = 𝑦(𝐿, 𝑡) = 0 , 𝑡 ∈ (0, 𝑇] .

(4)

Denote {𝑥𝑖}𝑛𝑥

𝑖=0 and {𝑋 𝑗 }𝑁𝑥

𝑗=0 to be fine and coarse discretizations of [0, 𝐿] such that
𝑥𝑖 = 𝑖Δ𝑥 and 𝑋 𝑗 = 𝑗𝑚𝑥Δ𝑥 where Δ𝑥 = 𝐿/𝑛𝑥 and 𝑛𝑥 = 𝑚𝑥𝑁𝑥 . This leads to a system
of the form (1) where 𝐴 and 𝐴Δ are discrete Laplacians on the fine and coarse grids,

𝐴 :=
𝑐2

Δ𝑥2
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Using a Runge-Kutta method whose stability function is given by 𝑅, one gets the
operators 𝐹 = 𝑅(Δ𝑡𝐴)𝑚𝑡 and 𝐺 = 𝑅(𝑚𝑡Δ𝑡𝐴Δ).
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The time stepping (2) can be parallelized in the time dimension using the Parareal
algorithm with spatial coarsening. It was first introduced by Fischer, Hecht and
Maday in [4] in order to preserve the stability of their numerical schemewhen solving
the Navier-Stokes equations using Parareal as well as reducing the serial overhead
of the coarse operator. Define 𝐼 ∈ R𝑛𝑥×𝑁𝑥 and 𝑅 ∈ R𝑁𝑥×𝑛𝑥 to be interpolation and
restriction operators. The algorithm is initialized as

𝑌00 = 𝑦0 , 𝑌0𝑛 = (𝐼 𝐺 𝑅)𝑌0𝑛−1 , 𝑛 = 1, . . . , 𝑁𝑡 (5)

and its 𝑘th iteration is given by

𝑌 𝑘
0 = 𝑦0 , 𝑌 𝑘

𝑛 = 𝐹 𝑌 𝑘−1
𝑛−1 − (𝐼 𝐺 𝑅)𝑌 𝑘−1

𝑛−1 + (𝐼 𝐺 𝑅)𝑌 𝑘
𝑛−1 , 𝑛 = 1, . . . , 𝑁𝑡 (6)

Remark 1 The iteration (6) is the same as traditional Parareal, except that the coarse
operator 𝐺 := 𝐼𝐺𝑅 is used. This means, in particular, that properties such as finite
time convergence [6, Theorem5] are conserved. The finite time convergence property
states that the algorithm will converge in the worst case at iteration 𝑘 = 𝑁𝑡 .

3 Analysis of parareal with spatial coarsening

To get insight on the convergence of the algorithm, we will investigate how it
behaves for each spatial mode of the error. Therefore, the spatial dimension will be
transformed in a Fourier basis, leaving the time dimension as is. For simplicity of
the analysis, we will assume that the coarsening factor in space is 𝑚𝑥 = 2.

3.1 Derivation of the error propagation operator

The first step of the analysis is to derive the error propagation operator. Let 𝑌𝑛 be
the fine solution of (1) and 𝑒𝑘𝑛 = 𝑌𝑛 − 𝑌 𝑘

𝑛 denote the error of the Parareal algorithm.
Then, the error verifies the recurrence relation

𝑒𝑘+1𝑛+1 = 𝐹 𝑌𝑛 − 𝐹 𝑌 𝑘
𝑛 + (𝐼 𝐺 𝑅)𝑌 𝑘

𝑛 − (𝐼 𝐺 𝑅)𝑌 𝑘+1
𝑛 + (𝐼 𝐺 𝑅)𝑌𝑛 − (𝐼 𝐺 𝑅)𝑌𝑛

= (𝐹 − 𝐼 𝐺 𝑅) 𝑒𝑘𝑛 + (𝐼 𝐺 𝑅) 𝑒𝑘+1𝑛 . (7)

Let 𝒆𝑘 := [𝑒𝑘0 , . . . , 𝑒
𝑘
𝑛𝑡
]> be the vector of the errors at iteration 𝑘 for all time

steps. Define Γ−𝑖 to be a matrix with ones on its 𝑖th subdiagonal and zeros elsewhere.
Then, the relation (7) can be written as the linear system

(𝐼𝑡 ⊗ 𝐼𝑥 − Γ−1 ⊗ (𝐼 𝐺 𝑅)) 𝒆𝑘+1 = (Γ−1 ⊗ (𝐹 − 𝐼 𝐺 𝑅)) 𝒆𝑘 , (8)
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which can be solved to get the iteration 𝒆𝑘+1 = 𝐸 𝒆𝑘 . The matrix 𝐸 is called the error
propagation operator and describes the evolution of the error between two iterations
for all time (and space) steps.

Lemma 1 The error propagation operator 𝐸 is given by

𝐸 =

(
𝑛𝑡−1∑︁
𝑖=0

Γ−𝑖−1 ⊗ (𝐼 𝐺 𝑅)𝑖
)
(𝐼𝑡 ⊗ (𝐹 − 𝐼 𝐺 𝑅)) .

Proof The result is obtained by direct computation, see [1, Lemma 2.1] for similar
computations. �

3.2 Analysis of the error propagation operator in Fourier space

Let 𝑈 ∈ R𝑛𝑥×𝑛𝑥 be a basis that diagonalizes the fine operator 𝐹. The columns of
the matrix 𝑈 will be referred to as modes and can be further split into low and high
frequency modes �̌�^ and �̂�^ . Low modes are defined to be the modes that can be
well represented on the considered mesh, and high modes those who can not.
When considering coarsening in space, the issue of aliasing arises, see Figure 1.

That means that there are pairs of low and high frequency modes {�̌�^ , �̂�^ } that are
mapped to the same coarse mode 𝑢^ on the coarse grid. Those pairs are said to be
harmonic of each other. We can define the space of harmonics as the space spanned
by pairs of such modes (see [13] for a more detailed discussion).
Assume that the transfer operators 𝑅 and 𝐼 keep the spaces of harmonics invari-

ant1. Then, there exist symbols ]̌^ , ]̂^ , 𝑟^ and 𝑟^ such that

𝑅�̌�^ = 𝑟^𝑢^ , 𝑅�̂�^ = 𝑟^𝑢^ , 𝐼𝑢^ = ]̌�̌�^ + ]̂�̂�^ .

Likewise, under our hypothesis on the coarse grid, the coarse modes 𝑢^ will
diagonalize the operator 𝐺,

𝐺𝑢^ = `^𝑢^ , 𝐹�̌�^ = _̌^ �̌�^ , 𝐹�̂�^ = _̂^ �̂�^ .
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Fig. 1 Example of aliasing for the heat equation with 𝑛𝑥 = 7. Points on the fine and coarse grid
intersect the dotted and continuous lines. One can observe pairs of modes: one low (blue) and one
high (orange), that get mapped to a single coarse mode on the coarse grid.

1 This is true for common Multigrid transfer operators, see [13].
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Example: Modes and Fourier symbols for the heat equation

For the heat equation (4), due to Dirichlet boundary conditions, the fine operator is
diagonalized by a basis of sines, thus the columns of𝑈 are given by

𝑢^ (𝑥) = sin
( ^𝜋𝑥

𝐿

)
, 𝑥 ∈ {𝑥 𝑗 }𝑛𝑥

𝑗=0, ^ = 1, . . . , 𝑛𝑥 .

The corresponding low (coarse) and high modes are for ^ = 1, . . . , 𝑁𝑥

�̌�^ (𝑥) = sin
( ^𝜋𝑥

𝐿

)
≡ 𝑢^ (𝑥) , �̂�^ (𝑥) = sin

(
(𝑛𝑥 − ^)𝜋𝑥

𝐿

)
≡ 𝑢𝑛𝑥−^ (𝑥) .

Consider linear interpolation and full-weighting restriction, defined as

(𝑅𝐹𝑊 𝑢) 𝑗 =
1
4
(𝑢2 𝑗−1 + 2𝑢2 𝑗 + 𝑢2 𝑗+1), 𝑗 = 0, . . . , 𝑛/2 − 1 ,

(𝐼𝑙𝑖𝑛𝑣) 𝑗 =
{
𝑣 𝑗/2 if 𝑗 is even,
1
2 (𝑣( 𝑗−1)/2 + 𝑣( 𝑗+1)/2) if 𝑗 is odd.

Then the associated Fourier symbols are given by

]̌^ = 𝑟^ =
1
2
(1 + cos(𝜋𝑥/𝐿)) , ]̂^ = 𝑟^ =

1
2
(1 − cos(𝜋𝑥/𝐿)) .

Lemma 2 The error propagation operator keeps the space of harmonics invariant.

Proof By Lemma 1, the error propagation operator depends on the fine and coarse
propagators 𝐹 and𝐺 as well as on the transfer operators 𝑅 and 𝐼, and powers thereof.
Indeed,

𝐼𝐺𝑅�̌�^ = 𝐼𝐺𝑟^𝑢^ = 𝐼`^𝑟^𝑢^ = ]̌^`^𝑟^ �̌�^ + ]̂^`^𝑟^ �̂�^ ,

𝐼𝐺𝑅�̂�^ = 𝐼𝐺𝑟^𝑢^ = 𝐼`^𝑟^𝑢^ = ]̌^`^𝑟^ �̌�^ + ]̂^`^𝑟^ �̂�^ .

This can be summarized as

𝐼𝐺𝑅[�̌�^ , �̂�^ ] = [�̌�^ , �̂�^ ]`^

(
]̌^𝑟^ ]̌^𝑟^
]̂^𝑟^ ]̂^𝑟^

)
=: [�̌�^ , �̂�^ ]`^Π^ . (9)

Similarly, we can write an analog expression for the fine operator 𝐹,

𝐹 [�̌�^ , �̂�^ ] = [�̌�^ , �̂�^ ]
(
_̌^ 0
0 _̂^

)
=: [�̌�^ , �̂�^ ]Λ^ . (10)

Thus, as the space of harmonics is invariant for the operators 𝐼𝐺𝑅 and 𝐹, it is also
invariant for the error propagation operator. �
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Lemma 2 says that the error propagator 𝐸 can be transformed in the Fourier space
to an operator that is diagonal by blocks, where each block is given by

𝐸^ =

(
𝑛𝑡−1∑︁
𝑖=0

Γ−𝑖−1 ⊗ (`^Π^ )𝑖
)
(𝐼𝑡 ⊗ (Λ^ − `^Π^ )) . (11)

Denote by 𝑒𝑘𝑛 (^) the error at time-step 𝑛 and iteration 𝑘 of Parareal in Fourier
space for the wavenumber ^ and its corresponding high frequency mode. Using the
relationship (11), we can get a relationship on the pairs of harmonics that can be
bounded in the 2-norm as

‖𝑒𝑘+1𝑛+1 (^)‖2 = ‖Λ^ − `^Π^ ‖2‖𝑒𝑘𝑛 (^)‖2 + ‖`^Π^ ‖2 ‖𝑒𝑘+1𝑛 (^)‖2 . (12)

To shorten the notation, we will omit ^ in 𝑒𝑘𝑛 (^) and refer to it as 𝑒𝑘𝑛, and all the
norms in what follows will be 2-norms, i.e. ‖ · ‖ := ‖ · ‖2.

Theorem 1 (Linear bound)
Let Λ^ and `^Π^ be defined as in (9) and (10). Then, for a given wavenumber ^,

the error of Parareal with spatial coarsening in Fourier space is bounded as

max
1≤𝑛≤𝑁𝑡

‖𝑒𝑘+1𝑛 ‖ ≤ 1 − ‖`^Π^ ‖𝑁𝑡

1 − ‖`^Π^ ‖
‖Λ^ − `^Π^ ‖ max

1≤𝑛≤𝑁𝑡

‖𝑒𝑘𝑛 ‖ . (13)

Proof Let 𝛼 = ‖Λ^ − `^Π^ ‖2 and 𝛽 = ‖`^Π^ ‖2. Using iteration (12) and iterating
on the term ‖𝑒𝑘+1𝑛 ‖ yields

‖𝑒𝑘+1𝑛+1‖ ≤ 𝛼‖𝑒𝑘𝑛 ‖ + 𝛽
(
𝛼‖𝑒𝑘𝑛−1‖ + 𝛽‖𝑒𝑘+1𝑛−1‖

)
≤ . . . ≤

𝑛−1∑︁
𝑖=0

𝛽𝑖𝛼‖𝑒𝑘𝑛−𝑖 ‖ + 𝛽𝑛‖𝑒𝑘+10 ‖ .

As the error at the initial time step is 𝑒𝑘+10 = 0, we have 𝑒𝑘+10 = 0. Taking the
maximum over 𝑛 and using the closed form of geometric series concludes the proof.

Remark 2 One can notice that (13) is very similar to the bound found in [2] where no
spatial coarsening is considered. The only addition is this matrix Π^ which accounts
for the effect of transfer operators on the Fourier modes.

Remark 3 Note that in Theorem 1 the inequality step is due to the submultiplicative
property of the matrix norm and the fact that

‖(`^Π^ )𝑖 ‖ ≤ ‖`^Π^ ‖𝑖 . (14)

However, the inequality (14) is an equality, as Π^ is a rank one matrix. Indeed, there
exists a matrix Π0 such that Π𝑘 = tr(Π)𝑘Π0. In our case, Π0 := 1

tr(Π)Π.
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Lemma 3 (Theorem 2.10 in [7])
Let 𝛼, 𝛽 ∈ R, then the recurrence relation 𝑒𝑘+1

𝑛+1 ≤ 𝛼𝑒𝑘𝑛 + 𝛽𝑒𝑘+1𝑛 implies

𝑒𝑘𝑛+1 ≤
𝛼𝑘

(𝑘 − 1)!

𝑛−𝑘∑︁
𝑖=0

𝑘−1∏
𝑙=1

(𝑖 + 𝑙)𝛽𝑖 max
𝑛

𝑒0𝑛 . (15)

Theorem 2 (Superlinear bound)
LetΛ^ and `^Π^ be defined as in (9) and in (10). Then, for a given wavenumber ^,

the error of Parareal with spatial coarsening in Fourier space is bounded by

‖𝑒𝑘𝑛+1‖ ≤ ‖Λ^ − `^Π^ ‖𝑘
(𝑘 − 1)!

𝑁𝑡−𝑘∑︁
𝑖=0

𝑘−1∏
𝑙=1

(𝑖 + 𝑙) ‖`^Π^ ‖𝑖 max
𝑛

‖𝑒0𝑛‖ .

Proof From (12) and setting 𝛼 = ‖Λ^ − `^Π^ ‖ and 𝛽 = ‖`^Π^ ‖, we obtain the
relationship in Lemma 3, which concludes the proof. �

Remark 4 As we have a bound for the error in Fourier space, we can deduce a bound
for the error in the real space 𝑒𝑘𝑛. Indeed, by the discrete equivalent of the Perseval
theorem, we get

‖𝑒𝑘𝑛 ‖22 =
1
𝑛𝑥

𝑛𝑥∑̂︁
=1

|𝑒𝑘𝑛 |2 =
1

𝑚𝑥𝑁𝑥

𝑁𝑥∑̂︁
=1
( |𝑒𝑘𝑛 |2 + |𝑒𝑘𝑛 |2) =

1
𝑚𝑥𝑁𝑥

𝑁𝑥∑̂︁
=1

‖𝑒𝑘𝑛 ‖22 ,

where the second equality is obtained by splitting the error modes into high and low
frequencies, and the third by grouping them into pairs. In particular,

‖𝑒𝑘𝑛 ‖2 ≤
1
𝑚𝑥

max
^

‖𝑒𝑘𝑛‖2 .

Weshow in Figure 2 a numerical illustration of the linear and superlinear bounds from
Theorem 1 and Theorem 2. We see that our convergence bounds for Parareal with

Fig. 2 Numerical error for
Parareal with spatial coarsen-
ing, and linear (Theorem 1)
and superlinear (Theorem 2)
convergence bounds. The nu-
merical errors are measured
in the 2-norm in space and
∞-norm in time when solv-
ing the heat equation with
𝑛𝑥 = 𝑛𝑡 = 200, 𝑚𝑥 = 2,
𝑚𝑡 = 10 on [0, 10−1 ].
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spatial coarsening are indeed capturing the convergence behavior of the algorithm.
Our results are thus an important step for fully understanding Parareal with spatial
coarsening. In particular, they emphasize the crucial role of transfer operators in the
convergence of the algorithm, through the matrix Π.
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