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1 Introduction

The first restricted additive Schwarz methods have been introduced for alge-
braic linear systems in Cai et al. [1998], Cai and Sarkis [1999] and Frommer
and Szyld [2001]. In Frommer et al. [2002] and Nabben and Szyld [2002] the
restricted variant of the multiplicative Schwarz method is also analyzed. Nu-
merical experiments have proven that these restricted methods, besides the
fact that they sometimes converge faster and also preserve the good proper-
ties of the usual additive methods, they reduce the communication time when
they are implemented on distributed memory computers. In Efstathiou and
Gander [2003], it is explained this fact by showing that even if the restricted
method is defined at the matrix level, it can be interpreted as an iteration
at the continuous level of the given problem. Restricted additive Schwarz
methods for complementarity problems have been introduced in Yang and Li
[2012], Zhang et al. [2015], Xu et al. [2014] and Xu et al. [2011].

In the above papers, the methods are approached by a matricial point of
view. In this paper, we introduce and analyze a restricted additive method
for inequalities perturbed by a Lipschitz operator in the functional frame-
work of the PDEs. Such an approach is not new in the case of the additive
and multiplicative Schwarz methods, including the multilevel and multigrid
methods for inequalities (see Badea [2008b], Badea [2015] and Badea [2008a],
for instance).

In the next section, like in Badea [2008a], we give an existence and unique-
ness result concerning the solution of the inequalities we consider¿ Also, we
introduce the method as a subspace correction algorithm, prove the con-
vergence and estimate the error in a general framework of a finite dimen-
sional Hilbert space. In Section 3, by introducing the finite element spaces,
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we conclude that both the convergence condition and convergence rate are
independent of the mesh parameters, the number of subdomains and of the
parameters of the domain decomposition, but the convergence condition is
a little more restrictive than the existence and uniqueness condition of the
solution.

In a forthcoming paper, by considering the perturbing operator of a par-
ticular form, we introduce and analyze some restricted additive Schwarz-
Richardson methods for inequalities which do not arise from the minimization
of a functional. Also, we shall compare the convergence of these restricted ad-
ditive methods with the convergence of the corresponding additive methods.

2 Convergence result in a Hilbert space

Let V be finite dimensional real Hilbert space with the basis ϕj , j = 1, . . . , d,

and let cd and Cd be two constants such that, for any v =
∑d

j=1
vjϕj ∈ V ,

we have
cd

∑d
j=1

||vjϕj ||
2 ≤ ||v||2 ≤ Cd

∑d
j=1

||vjϕj ||
2 (1)

Also, let V1, . . . , Vm be some closed subspaces of V and K ⊂ V be a non
empty closed convex set. We consider a Gâteaux differentiable functional
F : V → R and assume that there exist two real numbers α, β > 0 for which

α||v − u||2 ≤ 〈F ′(v)− F ′(u), v − u〉 and ||F ′(v)− F ′(u)||V ′ ≤ β||v − u|| (2)

for any u, v ∈ V . Above, we have denoted by F ′ the Gâteaux derivative of
F . Following the way in Glowinski et al. [1981], we can prove that for any
u, v ∈ V , we have

〈F ′(u), v−u〉+
α

2
||v−u||2 ≤ F (v)−F (u) ≤ 〈F ′(u), v−u〉+

β

2
||v−u||2 (3)

Also, we consider an operator T : V → V ′ with the property that there exists
γ > 0 such that

||T (v)− T (u)||V ′ ≤ γ||v − u|| for any u, v ∈ V. (4)

By using the above functional F : V → R, we also introduce the functional
F : V → R defined as F(v) =

∑d
j=1

F (vjϕj). Evidently, the derivative F
′ of

F at u =
∑d

j=1
ujϕj in the direction v =

∑d
j=1

vjϕj is written as 〈F ′(u), v〉 =
∑d

j=1
〈F ′(ujϕj), vjϕj〉 and, in view of (3), we have

〈F ′(u), v − u〉+ α
2

∑d
j=1

||(vj − uj)ϕj ||
2 ≤ F(v)−F(u)

≤ 〈F ′(u), v − u〉+ β
2

∑d
j=1

||(vj − uj)ϕj ||
2

(5)
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for any u =
∑d

j=1
ujϕj , v =

∑d
j=1

vjϕj ∈ V . Evidently, from the convexity
of F we get that F is also a convex functional. Finally, we assume that
if K is not bounded then the functional F is coercive in the sense that
F(v)/||v|| → ∞ as ||v|| → ∞, v ∈ V .

Now, we define an operation ∗ : V × V → V by

u ∗ v =
∑d

j=1
ujvjϕj for any u =

∑d
j=1

ujϕj and v =
∑d

j=1
vjϕj ∈ V (6)

We fix some functions θi =
∑d

j=1
θijϕj ∈ Vi, i = 1, . . . ,m, and assume that

they have the property

0 ≤ θij ≤ 1 and
∑m

i=1
θij = 1 for any j = 1, . . . ,m (7)

i.e., in some sense, they supply a unity decomposition associated with the
subspaces V1, . . . , Vm. Also, we assume that the convex setK has the property

Property 1. If v, w ∈ K and θ =
∑d

j=1
θjϕj ∈ V with 0 ≤ θj ≤ 1, j = 1, . . . , d,

then θ ∗ v + (1̄− θ) ∗ w ∈ K.

Above and in what follows in this section,
∑d

j=1
ϕj is denoted by 1̄. Using

(6), we have 1̄ ∗ v = v for any v ∈ V . Finally, we consider the problem

u ∈ K : 〈F ′(u), v − u〉 − 〈T (u), v − u〉 ≥ 0, for any v ∈ K. (8)

which is a variational inequality perturbed by the operator T . Concerning
the existence and the uniqueness of the solution of this problem we have the
following result (see Badea [2008a], for the proof of a similar result).

Proposition 1. If γ
α
Cd < 1, then problem (8) has a unique solution.

Since the functional F is convex and differentiable, problem (8) is equivalent
with the minimization problem

u ∈ K : F(u)− 〈T (u), u〉 ≤ F(v)− 〈T (u), v〉, for any v ∈ K. (9)

We write the restricted additive algorithm for the solution of problem (8) as

Algorithm 1 We start the algorithm with an arbitrary u0 ∈ K. At iteration
n+1, having un ∈ K, n ≥ 0, we solve the inequalities: find wn+1

i ∈ Vi, u
n +

wn+1

i ∈ K such that

〈F ′(un + wn+1

i ), vi − wn+1

i 〉 − 〈T (un), vi − wn+1

i 〉 ≥ 0,
for any vi ∈ Vi, u

n + vi ∈ K,
(10)

for i = 1, . . . ,m, and then we update un+1 = un +
∑m

i=1
θi ∗ w

n+1

i .

Now we prove

Theorem 1. Let u be the solution of problem (8), and un, n ≥ 1, be its
approximations obtained from Algorithm 1. If γ

α
Cd ≤ ϑmax, where ϑmax is
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defined in (27), then Algorithm 1 is convergent for any initial guess u0 ∈ K
and the error estimates

F(un)− 〈T (u), un〉 − F(u) + 〈T (u), u〉

≤
(

C̃

C̃+1

)n
[

F(u0)− 〈T (u), u0〉 − F(u) + 〈T (u), u〉
] (11)

and
∑d

j=1
||(un

j − uj)ϕj ||
2 ≤ 2

α

(

C̃

C̃+1

)n
[

F(u0)− 〈T (u), u0〉

−F(u) + 〈T (u), u〉]
(12)

hold for any n ≥ 1, where constant C̃ is given in (28).

Proof. Using (5), (7) and (10), we get

F(un+1)−F(u) + 〈T (u), u− un+1〉+ α
2

∑d
j=1

||(un+1

j − uj)ϕj ||
2

≤ 〈F ′(un+1), un+1 − u〉+ 〈T (u), u− un+1〉
≤

∑m
i=1

〈F ′(un + wn+1

i )−F ′(un+1), θi ∗ (u− un) + (1̄− θi) ∗ w
n+1

i − wn+1

i 〉
−
∑m

i=1
〈T (un), θi ∗ (u− un) + (1̄− θi) ∗ w

n+1

i − wn+1

i 〉+ 〈T (u), u− un+1〉

Above, we have used the fact that θi∗(u−un)+(1̄−θi)∗w
n+1

i ∈ Vi and, in view
of Property 1, un+θi∗(u−un)+(1̄−θi)∗w

n+1

i = (1̄−θi)∗(u
n+wn+1

i )+θi∗u ∈
K and therefore, we can replace vi by θi ∗ (u− un) + (1̄− θi) ∗w

n+1

i in (10).
Consequently, we have

F(un+1)−F(u)− 〈T (u), un+1 − u〉+ α
2

∑d
j=1

||(un+1

j − uj)ϕj ||
2

≤
∑m

i=1
〈F ′(un + wn+1

i )−F ′(un+1), θi ∗ (u− un − wn+1

i )〉
+
∑m

i=1
〈T (u)− T (un), θi ∗ (u− un − wn+1

i )〉

(13)

In view of (2) and (7), we have
∑m

i=1
〈F ′(un + wn+1

i )−F ′(un+1), θi ∗ (u− un − wn+1

i )〉

≤ β
∑m

i=1

∑d
j=1

θij ||((1− θij)w
n+1

ij −
∑m

k=1, k 6=i θkjw
n+1

kj )ϕj ||

·||(uj − un+1

j − (1− θij)w
n+1

ij +
∑m

k=1, k 6=i θkjw
n+1

kj )ϕj ||

≤ β
∑m

i=1

∑d
j=1

θij

(

(1− θij)||w
n+1

ij ϕj ||+
∑m

k=1, k 6=i θkj ||w
n+1

kj ϕj ||
)

·
(

||(uj − un+1

j )ϕj ||+ (1− θij)||w
n+1

ij ϕj ||+
∑m

k=1, k 6=i θkj ||w
n+1

kj ϕj ||
)

≤ β
∑m

i=1

∑d
j=1

θij

[

(1 + 1

2ε1
)
(

(1− θij)||w
n+1

ij ϕj ||

+
∑m

k=1, k 6=i θkj ||w
n+1

kj ϕj ||
)2

+ ε1
2
||(uj − un+1

j )ϕj ||
2

]

≤ 2β(1 + 1

2ε1
)

·
∑m

i=1

∑d
j=1

θij(1− θij)
(

(1− θij)||w
n+1

ij ϕj ||
2 +

∑m
k=1, k 6=i θkj ||w

n+1

kj ϕj ||
2

)

+β ε1
2

∑d
j=1

||(uj − un+1

j )ϕj ||
2 = 2β(1 + 1

2ε1
)
∑m

i=1

∑d
j=1

θij(1− θij)

·(1− 2θij)||w
n+1

ij ϕj ||
2 + 2β(1 + 1

2ε1
)
∑m

i=1

∑d
j=1

θij(1− θij)

·
∑m

k=1
θkj ||w

n+1

kj ϕj ||
2 + β ε1

2

∑d
j=1

||(uj − un+1

j )ϕj ||
2

or
∑m

i=1
〈F ′(un + wn+1

i )− 4β(1

+ 1

2ε1
)
∑m

i=1

∑d
j=1

θij ||w
n+1

ij ϕj ||
2 + β ε1

2

∑d
j=1

||(uj − un+1

j )ϕj ||
2

(14)
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for any ε1 > 0. Also, from (4) and (1), we get
∑m

i=1
〈T (u)− T (un), θi ∗ (u− un − wn+1

i )〉 = 〈T (u)− T (un), u− un

−
∑m

i=1
θi ∗ w

n+1

i 〉 = 〈T (u)− T (un), u− un+1)〉 ≤ γ||u− un|| ||u− un+1||

≤ γ
(

||u− un+1||+ ||
∑d

j=1

∑m
i=1

θijw
n+1

ij ϕj ||
)

||u− un+1||

≤ γCd

(

(1 + ε2
2
)
∑d

j=1
||(uj − un+1

j )ϕj ||
2 + 1

2ε2

∑d
j=1

||
∑m

i=1
θijw

n+1

ij ϕj ||
2

)

i.e., using (7), we have

∑m
i=1

〈T (u)− T (un), θi ∗ (u− un − wn+1

i )〉 ≤ γCd

(

(1 + ε2
2
)

·
∑d

j=1
||(uj − un+1

j )ϕj ||
2 + 1

2ε2

∑d
j=1

∑m
i=1

θij ||w
n+1

ij ϕj ||
2

) (15)

for any ε2 > 0. From (13), (14) and (15), we get

F(un+1)−F(u)− 〈T (u), un+1 − u〉+
(

α
2
− β ε1

2
− γCd(1 +

ε2
2
)
)

·
∑d

j=1
||(un+1

j − uj)ϕj ||
2 ≤

[

4β(1 + 1

2ε1
) + γCd

1

2ε2

]

·
∑m

i=1

∑d
j=1

θij ||w
n+1

ij ϕj ||
2

(16)

for any ε1, ε2 > 0.
Now, by taking vi = (1̄− θi) ∗ w

n+1

i in (10), for i = 1, . . . ,m, we get

∑d
j=1

θij
[

〈F ′((un
j + wn+1

ij )ϕj),−wn+1

ij ϕj〉 − 〈T (un),−wn+1

ij ϕj〉
]

≥ 0 (17)

In view of (7), the convexity of F , (2) and the above equation, we have

F(un+1)−F(un) ≤
∑d

j=1

∑m
i=1

θij [F ((un
j + wn+1

ij )ϕj)− F (un
j ϕj)]

≤
∑d

j=1

∑m
i=1

θij
[

−α
2
||wn+1

ij ||2 − 〈F ′((un
j + wn+1

ij )ϕj),−wn+1

ij ϕj〉
]

=
∑d

j=1

∑m
i=1

θij
[

−α
2
||wn+1

ij ϕj ||
2 − 〈T (un),−wn+1

ij ϕj〉

−〈F ′((un
j + wn+1

ij )ϕj),−wn+1

ij ϕj〉+ 〈T (un),−wn+1

ij ϕj〉
]

≤
∑d

j=1

∑m
i=1

θij
[

−α
2
||wn+1

ij ϕj ||
2 − 〈T (un),−wn+1

ij ϕj〉
]

Consequently, we have

α
2

∑m
i=1

∑d
j=1

θij ||w
n+1

ij ϕj ||
2 ≤ F(un)−F(un+1)

+〈T (u), un+1 − un〉+ 〈T (un)− T (u), un+1 − un〉
(18)

With a proof similar to that of (15), we get

〈T (un)− T (u), un+1 − un〉 ≤ γCd

[

ε3
2

∑d
j=1

||(un+1

j − uj)ϕj ||
2

+(1 + 1

2ε3
)
∑m

i=1

∑d
j=1

θij ||w
n+1

ij ϕj ||
2

] (19)

for any ε3 > 0.
Consequently, from (18) and (19), we get

[

α
2
− γCd(1 +

1

2ε3
)
]

∑m
i=1

∑d
j=1

θij ||w
n+1

ij ϕj ||
2 ≤ F(un)−F(un+1)

+〈T (u), un+1 − un〉+ γCd
ε3
2

∑d
j=1

||(un+1

j − uj)ϕj ||
2

(20)



6 Lori Badea

for any ε3 > 0. Let us write

C1 = α
2
− γCd(1 +

1

2ε3
) (21)

For values of γ, α and ε3 such that C1 > 0, from (16) and (20), we have

F(un+1)−F(u)− 〈T (u), un+1 − u〉+ C2

∑d
j=1

||(un+1

j − uj)ϕj ||
2

≤ C̃
[

F(un)−F(un+1) + 〈T (u), un+1 − un〉
] (22)

where
C̃ = 1

C1

(

4β(1 + 1

2ε1
) + γCd

1

2ε2

)

(23)

and
C2 = α

2
− β ε1

2
− γCd(1 +

ε2
2
)− γCd

ε3
2
C̃ (24)

In view of (22), assuming that C2 ≥ 0, we easily get (11). Estimation (12)
follows from (11) and (3) and (8). Indeed, we have

F(un)−F(u)− 〈T (u), un − u〉 =
∑d

j=1
F (un

j ϕj)−
∑d

j=1
F (ujϕj)

−〈T (u), un − u〉 ≥
∑d

j=1
〈F ′(ujϕj), (u

n
j − uj)ϕj〉

+α
2

∑d
j=1

||(un
j − uj)ϕj ||

2 − 〈T (u), un − u〉 = 〈F ′(u), un − u〉

−〈T (u), un − u〉+ α
2

∑d
j=1

||(un
j − uj)ϕj ||

2 ≥ α
2

∑d
j=1

||(un
j − uj)ϕj ||

2

(25)

Using (23), (24) and (21), condition C2 ≥ 0 can be written as C2 = A −

4Bβ− β
2
(ε1+4 B

ε1
)− γCd

2
(ε2+

B
ε2
) ≥ 0 with A = α

2
− γCd and B =

γCd
ε3
2

A−γCd
1

2ε3

The maximum value of C2 is obtained for

ε1 = 2γCd

A
ε2 = ε3 = γCd

A
(26)

Consequently, for these values, we should have

C2max = α3

A2

[

1

2
( 1
2
− γCd

α
)( 1

2
− 2γCd

α
)− 2β

α
γCd

α
( 1
2
+ γCd

α
)
]

≥ 0, or

Cd
γ
α
≤ 1

√

16
β2

α2
+40

β

α
+1+4

β

α
+3

= ϑmax (27)

By a simple calculus, we see that if (27) holds, then condition C1 > 0 is
satisfied for the value of ε3 in (26). Finally, by replacing ε1, ε2 and ε3 in (23)
with their values in (26), we get

C̃ = 1 +
2β

α

6γCd

α
+ 1

γCd

α

(

1− 2γCd

α

) ≥ 1 +
2β

α

6ϑmax + 1

ϑmax (1− 2ϑmax)
(28)

It should be noted that the convergence condition and the convergence
rate are independent of the number m of subspaces.
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3 Restricted additive Schwarz method in a finite

element space

Let Ω be an open bounded domain in RN , N = 1, 2 or 3, and we consider
a simplicial regular mesh partition Th. We assume that domain Ω is decom-
posed in m subdomains, Ω =

⋃m
i=1

Ωi, and that Th supplies a mesh partition
for each subdomain Ωi, i = 1, . . . ,m. We associate to the mesh partition
Th the piecewise linear finite element space Vh ⊂ H1

0 (Ω) and to the domain
decomposition the subspaces V i

h ⊂ H1
0 (Ωi). We assume that the convex set

Kh ⊂ Vh has the following

Property 2. If v, w ∈ Kh, and if θ ∈ Vh, 0 ≤ θ ≤ 1, then Lh(θv + (1− θ)w) ∈
Kh.

Above and also in the following, we denote by Lh the P1-Lagrangian interpo-
lation operator which uses the function values at the nodes of the mesh Th.
It is easy to see that the convex sets of two-obstacle type have Property 2.

Now, we estimate Cd in (1). Given a triangle τ ∈ Th, let Jτ = {1 ≤ j ≤

d : τ ⊂ supp ϕj}. Then, for a v =
∑d

j=1
vjϕj ∈ Vh, and using the norm of

H1(Ω) we have

||v||2 =
∑

τ ||v||
2
τ =

∑

τ

(

∑

j∈Jτ
vjϕj ,

∑

j∈Jτ
vjϕj

)

τ
≤

∑

τ |Jτ |
∑

j∈Jτ
||vjϕj ||

2
τ ≤

∑

τ |Jτ |
∑d

j=1
||vjϕj ||

2
τ ≤ Cd

∑d
j=1

∑

τ ||vjϕj ||
2
τ

= Cd

∑d
j=1

||vjϕj ||
2

where we have denoted Cd = maxτ∈Th
|Jτ |. Since Th are simplicial meshes,

then maxτ |Jτ | is independent of the mesh parameters when h → 0. Therefore,
we can consider that Cd is independent of the domain or mesh parameters.

Finally, it is evident that ∗ in (6) can be written as u ∗ v = Lh(uv) for
any u, v ∈ Vh. Moreover, if {θ1, . . . , θm} ⊂ Vh is a unity partition associ-
ated with the domain decomposition, then (7) holds for any v ∈ Vh. Besides
that, in view of Property 2 of the convex set Kh, this convex set also has
Property 1. In the matricial description of the method, some restriction op-
erators, R0

1, . . . , R
0
m, are used instead of our unity partition {θ1, . . . , θm}. If

we associate to a v =
∑d

j=1
vjϕj ∈ Vh the vector (v1, . . . , vd) then θi ∗ v is

associated with R0
i (v1, . . . , vd). In general, these restriction operators supply

a minimum overlap i.e., with our notations, the components θij of the func-
tions θi =

∑m
j=0

θijϕj satisfy either θij = 1 or θij = 0. A PDEs definition of
the method using a unity partition associated to the domain decomposition
and which is very close to that introduced by us is given in Dolean et al.
[2015].

From (27), (28) and the above comments we can conclude that the con-
vergence condition and convergence rate of Algorithm 1 are independent of
the mesh parameters and of both the number of subdomains and the param-
eters of the domain decomposition, but the convergence condition is more
restrictive than the existence and uniqueness condition of the solution given
in Proposition 1.
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