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Summary. We propose and investigate two-level preconditioners for the diffusion
equations with anisotropic coefficients in model polyhedral domains. Precondition-
ers are based on a partitioning of the mesh in (x, y)-plane into non-overlapping
subdomains and on a special coarsening algorithm in each of the mesh layers. The
condition number of the preconditioned matrix does not depend on the coefficients
in the diffusion operator. Numerical experiments confirm the theoretical results.

1 Introduction

In this paper, we propose and investigate a new approach to the construction
of two-level preconditioners for the diffusion equation with anisotropic diffu-
sion tensor. We consider the case of special polyhedral domains and special
prismatic meshes. The diffusion tensor is assumed to be a diagonal matrix,
and the simplest version of the finite volume method is used for the discretiza-
tion of the diffusion equation. The choice of the domain, the meshes, and the
discretization method are motivated by applications in reservoir simulation.
We can also use for the discretization the polyhedral “div–const” mixed finite
element method, see [4].

The paper is organized as follows. In Section 2, we describe the model
problem and the matrices which arise in the simplest version of the finite
volume method.

In Section 3, we propose a special coarsening procedure based on the parti-
tioning of the mesh domain in (x, y)-plane into non-overlapping subdomains.
This procedure is a special modification of the algorithm earlier proposed
in [6] and utilized in [2]. We prove that the condition number of the precondi-
tioned matrix is independent of the values of the coefficients in the diffusion
equation, i.e. it does not depend on an anisotropy in the diffusion tensor.

An implementation algorithm in the form of a two-step iterative method is
considered in Section 4. It is based on the idea of the matrix iterative methods
in subspaces, see [3, 5]. The algorithm naturally leads to a coarse mesh system.
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In Section 5, we design another two-level preconditioner which is much
cheaper with respect to the arithmetic implementation cost than the previous
one. Another advantage of the second preconditioner is that it allows a mul-
tilevel extension. Numerical results in Section 6 demonstrate the efficiency of
the second preconditioner. They confirm the theoretical results in Sections 3
and 5.

2 Formulation of Model Problem

We consider the Neumann boundary value problem for the diffusion equation

−∇ ·
(
a∇p

)
+ c p = f in Ω(

a∇p
)
· n = 0 on ∂Ω

(1)

where Ω = Ωxy × (0; 1) is a prismatic domain in R3, n is the outward unit
normal to ∂Ω, and Ωxy is a polygon in the (x, y)-coordinate plane. An example
of Ω is given in Figure 1. The diffusion tensor a is a diagonal 3×3 matrix with
coinciding diagonal entries in (x, y)-plane, i.e. a = diag {axy, axy, az}, and
c is a non-negative function. The domain Ω is partitioned into subdomains

Ωl = Ωxy,l×(Z
(l)
B ;Z

(l)
T ) where Ωxy,l are convex polygons, 0 ≤ Z

(l)
B < Z

(l)
T ≤ 1,

l = 1, m, and m is a positive integer. We assume that axy and az are positive
constants and c is a non-negative constant in each of the subdomains Ωxy,l,
l = 1, m. We also assume that the coefficient c is positive in at least one
subdomain Ωl, 1 ≤ l ≤ m.

Let Ωxy,h be a conforming polygonal mesh in Ωxy, and Zh be a partitioning
of [0; 1] into segments [zk−1; zk], k = 1, nz, where nz is a positive integer.
Then, Ωh = Ωxy,h×Zh is a prismatic mesh in Ω. We assume that the mesh Ωh

is conforming with respect to the boundaries ∂Ωl of subdomains Ωl, l = 1, m.
We also assume that the interfaces between neighboring cells in Ωxy,h are
always straight segments.

To discretize diffusion equation we utilize the simplest version of the finite
volume method. In the case of uniform rectangular or hexagonal meshes Ωxy,h

this discretization is sufficiently accurate. We may also assume that Ωxy,h is
a Voronoi mesh. The simplest finite volume method results in the system of
linear algebraic equations

K p̄ = f̄ (2)

with a symmetric positive definite ñ × ñ matrix K where ñ = ñxy × nz and
ñxy is the total number of polygonal cells in Ωxy,h. System (2) can be easily
hybridized algebraically by introducing additional degrees-of-freedom (DOF)
λ on the interfaces between all or selected neighboring mesh cells in Ωxy,h as
well as on the edges of cells in Ωxy belonging to the boundary ∂Ωxy of Ωxy. In
terms of old variables p and new variables λ the underlying system of linear
algebraic equations can be written as follows:
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Fig. 1. An example of Ω partitioned into subdomains Ωl, l = 1, m

A

[
p̄
λ̄

]
≡
(
Ap Apλ

Aλp Aλ

) [
p̄
λ̄

]
= F . (3)

The matrix

K = Ap − ApλA
−1
λ Aλp (4)

in (2) is the Schur complement of A, and

F =

[
f̄
0

]
. (5)

The definition of λ is based on the observation that the three-point finite
difference equation

(2a1

h1
+

2a2

h2

)
w +

(
p2 − p1

)
= 0 (6)

for the flux equation w + ∂p/∂ξ = 0 on the interface between two cells is
equivalent to three equations

2a1
h1

w1 − p1 − λ = 0,

2a2
h2

w2 + p2 + λ = 0,

w1 − w2 = 0

(7)

with w = w1 = w2. Then, we use the standard condensation procedure to
derive system (3).

Let us present the matrix K as the sum of two matrices:
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K = Kxy + Kz (8)

where Kxy corresponds to the discretization of the operator

Lxy = − ∂

∂x

(
axy

∂

∂x

)
− ∂

∂y

(
axy

∂

∂y

)
(9)

and Kz corresponds to the discretization of the operator

Lz = − ∂

∂z

(
az

∂

∂z

)
+ c. (10)

Then,

A = Axy + Az (11)

where

Axy =

(
Axy,p Apλ

Aλp Aλ

)
, Az =

(
Kz 0
0 0

)
, (12)

and

Kxy = Axy,p − ApλA
−1
λ Aλp (13)

is the Schur complement of the matrix Axy.
We observe that with an appropriate permutation matrix P the ma-

trix PAxyP
T is a block diagonal matrix, i.e.

P Axy P
T = A(1)

xy ⊕ · · · ⊕ A(nz)
xy (14)

where the submatrices A
(k)
xy correspond to the above hybridized discretization

of the operator Lxy in (9) in the mesh layers Ωxy,h × [zk−1; zk], k = 1, nz.
In the next section, we shall derive a preconditioner H for the matrix A

in (3). Let us assume that A and B are symmetric and positive definite ma-
trices and the inequalities

α
(
B v̄, v̄

)
≤
(
A v̄, v̄

)
≤ β

(
B v̄, v̄

)
(15)

hold for all v̄ ∈ Rn with some positive coefficients α and β, where n is the size
of A. We present the matrix H = B−1 in the block form similar to (3):

H =

(
Hp Hpλ

Hλp Hλ

)
. (16)

Then, the inequalities

1

β

(
Hp q̄, q̄

)
≤
(
K−1 q̄, q̄

)
≤ 1

α

(
Hp q̄, q̄

)
(17)

hold for all q̄ ∈ Rñ. Thus, with respect to estimates (15) the matrix Hp is not
a worse preconditioner for the matrix K than the preconditioner H = B−1

for the matrix A.
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3 Two-Level Preconditioner

Let Ωxy,h be partitioned into non-overlapping mesh subdomains Gh,s, s =
1, t, where t is a positive integer. We assume that this partitioning is conform-
ing with respect to the boundaries of subdomains Ωxy,l, i.e. the boundaries of
Ωxy,l are subsets of the union of the boundaries of subdomains Gh,s, s = 1, t,
l = 1, m. It follows from the above assumptions that the coefficients axy and
az are positive constants ak,s

xy and ak,s
z , respectively, and the coefficient c is a

non-negative constant ck,s in each of the mesh subdomains Gh,s × [zk−1; zk],
s = 1, t, k = 1, nz.

We assume that the additional DOF λ are imposed only on the interface
boundaries between mesh subdomains Gh,s and Gh,s′ , s

′ 6= s, s, s′ = 1, t, and
on the boundary ∂Ωxy. Then, assembling matrices Ns, s = 1, t, exist such
that

A(k)
xy = hz,k

t∑

s=1

ak,s
xy NsAxy,sN

T
s (18)

where hz,k = zk − zk−1, k = 1, nz, and Axy,s represents the hybridized
discretization of the operator Lxy in mesh subdomain Gh,s, s = 1, t. The
matrices Axy,s are symmetric and positive semi-definite, and ker Axy,s (null-

space of Axy,s) is the span of ēs ∈ Rns where ēs =
(

1, . . . , 1
)T

and ns is
the size of Axy,s, s = 1, t.

Let Ds be a diagonal ns ×ns matrix with positive entries on the diagonal,
1 ≤ s ≤ t. Consider the eigenvalue problem

Axy,s w̄ = µDs w̄, w̄ ∈ Rns . (19)

Then the spectral decomposition of Axy,s is defined as follows:

Axy,s = DsWs ΛsW
T
s Ds (20)

where

Λs = diag
{
µ

(s)
1 , µ

(s)
2 , · · · , µ(s)

ns

}
(21)

is a diagonal matrix, and

Ws =
(
w̄s,1, w̄s,2, . . . , w̄s,ns

)
. (22)

Here, 0 = µ
(s)
1 < µ

(s)
2 ≤ · · · ≤ µ

(s)
ns are the eigenvalues, and w̄s,1, w̄s,2, . . . ,

w̄s,ns
are the corresponding Ds-orthonormal eigenvectors. It is obvious that

w̄s,1 = σ−1
s ēs with σs =

(
Dsēs, ēs

)1/2
.

Let us define the matrices

Bxy,s = µ̂s

[
Ds − Ds w̄s,1 w̄

T
s,1Ds

]
(23)
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where µ̂s are arbitrary positive numbers, s = 1, t. It can be easily shown that
the inequalities

µ
(s)
2

(
Bxy,s v̄, v̄

)
≤ µ̂s

(
Axy,s v̄, v̄

)
≤ µ(s)

ns

(
Bxy,s v̄, v̄

)
(24)

hold for all v̄ ∈ Rns , s = 1, t.
We define the matrices

B(k)
xy = hz,k

t∑

s=1

ak,s
xy NsBxy,sN

T
s , (25)

k = 1, nz, the matrix

Bxy = PT
(
B(1)

xy ⊕ · · · ⊕ B(nz)
xy

)
P, (26)

and, finally, the matrix

B = Bxy + Az. (27)

The matrix B in (27) may be considered as the first candidate to precon-
dition the matrix A in (3).

It can be easily proved that for the matrix B in (27) inequalities (15) hold
with

α = min
{

1; min
1≤s≤t

µ
(s)
2

µ̂s

}
, β = max

{
1; max

1≤s≤t

µ
(s)
ns

µ̂s

}
(28)

where µ
(s)
2 and µ

(s)
ns are the minimal non-zero and the maximal eigenvalues

in (19), respectively.
Let condA(B−1A) be the condition number of the matrix B−1A with re-

spect to the norm generated by the matrix A. Then, the estimate

condA

(
B−1A

)
≤ ν (29)

holds with ν = β/α where the values of α and β are given in (28). We observe
that the value of ν does not depend on the values of the coefficients axy, az,
and c in diffusion equation (1) as well as on the mesh Zh.

To define a proper diagonal matrix Ds in (19) we have to analyze the
matrix Axy,s and the restriction of the mesh Ωxy,h onto the subdomain Gh,s,
1 ≤ s ≤ t. The matrices Axy,s and Ds can be presented in the 2 × 2 block
form by

Axy,s =

(
Ap Apλ

Aλp Aλ

)
, Ds =

(
Dp 0
0 Dλ

)
(30)

where the index “s” in the blocks is omitted. Here, diagonal blocks Ap and
Dp are associated with the cell-centered DOFs, and diagonal blocks Aλ and
Dλ are associated with the interface DOFs. Let E be a polygonal cell in Gh,s.



DD Preconditioner for Anisotropic Diffusion 111

Then, the diagonal entry of the matrix Dp in (30), associated with E, is equal
to the area of E. The boundary of Gh,s is the union of edges of polygonal
cells E in Gh,s. We assigned with each of such edges one DOF in λ̄, and
with each DOF in λ̄ we associate the length of the underlying edge in Gh,s.
Moreover, the boundary of Gh,s consists of the interfaces Γs,j , j = 1, ls,
between Gh,s and neighboring subdomains Gh,s′ , s

′ 6= s, as well as of the
interfaces between Gh,s and ∂Ωxy where ls is a positive integer. We assume
that each of the interfaces is a simply connected subset of the boundary of
Gh,s. We assign for each of the interfaces Γs,j a positive number ds,j , j =
1, ls. We assume that for the interfaces Γs,j = Γs′,j′ between neighboring
subdomains Gh,s and Gh,s′ , s

′ 6= s, the values ds,j and ds′,j′ are equal to each
other. Now, we define the diagonal entries of the matrix Dλ in (30). Let λ be
a DOF in λ̄ assigned for a segment γ belonging to interface Γs,j , 1 ≤ j ≤ ls.
Then, the associated with λ the diagonal entry of Dλ is the product of the
length of γ and ds,j .

To derive estimates for α and β in (28), we assume that the mesh Ωxy,h and
the partitioning of Ωxy,h into subdomains Gh,s, s = 1, t, are quasi-uniform
and regular shaped. On the basis of the latter assumptions we introduce two
parameters:

hf = ñ−1/2
xy and hc = t−1/2. (31)

It is clear that hf and hc can be called as the fine mesh step size and the
coarse mesh step size, respectively. We assume that ds,j = hf in the definition
of the diagonal entries of the submatrices Dλ in (30), j = 1, ls, s = 1, t.

It can be proved that under the above assumptions the estimates

min
1≤s≤t

µ
(s)
2 ≥ c1 h

−2
c

max
1≤s≤t

µ
(s)
ns ≤ c2 h

−2
f

(32)

hold, where c1 and c2 are positive constants independent of the mesh Ωxy,h

and subdomains Gh,s, s = 1, t.
Let us choose µ̂s = h−2

c , s = 1, t. Then, combining (28), (29), and (32)
we get the following result.

Proposition 1. Under assumptions made the estimate

condA

(
B−1A

)
≤ c3

( hc

hf

)2

(33)

holds where c3 is a positive constant independent of the coefficients axy, az,
and c in (1), mesh Ωh, and the subdomains Gh,s, s = 1, t.

Thus, the proposed preconditioner is robust with respect to the diffusion ten-
sor but it is not optimal with respect to the mesh in the case hc ≫ hf .
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4 Implementation Algorithm

In this Section, we derive a solution algorithm for an algebraic system

B v̄ = ḡ (34)

with the matrix B defined in (27) and a right hand side vector ḡ ∈ Rn.
The solution algorithm is based on the splitting

B = B0 − C0 (35)

of the matrix B into the matrices

B0 = Az + D (36)

and

C0 = PT
[
C

(1)
0 ⊕ . . . ⊕ C

(nz)
0

]
P. (37)

Here,

D = PT
[
D̃1 ⊕ . . . ⊕ D̃nz

]
P, (38)

is a diagonal matrix with diagonal submatrices

D̃k = hz,k

t∑

s=1

µ̂s a
k,s
xy NsDsN

T
s , (39)

k = 1, nz, and

C0 = D − Bxy, (40)

where Bxy is defined in (25), (26).
The implementation algorithm consists of two steps. At the first step, we

compute the solution vector of the system

B0 v̄1 = ḡ. (41)

With a proper permutation matrix Pz the matrix PzB0P
T
z is a block diagonal

matrix. Each diagonal block of this matrix is either a tridiagonal matrix (for
p-variables) or a diagonal matrix (for λ-variables). The total number of blocks
is equal to nxy.

At the second step, we are looking for the vector

v̄2 = v̄1 + η̄ (42)

where η̄ is the solution vector of the system

B η̄ = −
(
B v̄1 − ḡ

)
, (43)
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or of the equivalent system

B η̄ = ξ̄ (44)

with the right hand side vector

ξ̄ = C0B
−1
0 ḡ. (45)

It is obvious that the vector v̄2 in (42) is the solution of system (34).
The vector ξ̄ in (45) belongs to the image of the matrix C0. We observe

that the rank of C0 is equal to t × nz. It is much smaller than the size of
system (44).

The crucial observation for the implementation algorithm is that the com-
ponents of the solution vector η̄ in (44) have a special structure. Namely, in
mesh layer Ωxy,h× [zk−1; zk] all the components of the solution vector η̄ corre-
sponding to the interior of Gh,s, 1 ≤ s ≤ t, are equal, and all the components
of η̄, corresponding to the interfaces Γs,j , 1 ≤ j ≤ ls, between neighboring
subdomains Gh,s and Gh,s′ , s

′ 6= s, or between Gh,s and the boundary of Ωxy,
are equal.

For instance, if Gh,s is a polygon with six interfaces Γs,j , j = 1, 6, then
the components of the subvector of η̄ assigned for this subdomain may take
only seven different values.

In the matrix form, the above property of the vector η̄ in (44) can be
presented by the formula

η̄ = R ψ̄ (46)

where ψ̄ ∈ Rnc and R is an n×nc matrix. Here, nc = nxy,c×nz where nxy,c is
equal to the total number of subdomains Gh,s and different interfaces Γs, j,
j = 1, ls, s = 1, t. It is clear that the matrix R has only one non-zero entry
in each row, and this entry is equal to one. Thus, system (44) can be replaced
by an equivalent system

Bc ψ̄ = φ̄ (47)

where

Bc = RT BR and φ̄ = RT ξ̄. (48)

Here, Bc is said to be a coarse mesh matrix.
The above implementation algorithm can be presented in the form of the

two-step iterative procedure: v̄0 = 0,

v̄1 = v̄0 − B−1
0

(
B v̄0 − ḡ

)
,

v̄2 = v̄1 − RB−1
c RT

(
B v̄1 − ḡ

) (49)

where v2 = B−1ḡ is the solution vector of system (34).
Let us introduce the matrix
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T =
(
I − RB−1

c RT B
) (
I − B−1

0 B
)
. (50)

Then we get

v̄2 =
(
I − T

)
B−1 ḡ (51)

where I is the identity n× n matrix. Because v̄ = v̄2 we get the formula

H ≡ B−1 =
(
I − T

)
B−1. (52)

It follows immediately that T is the null matrix.

5 A Better Two-Level Preconditioner

In this Section, we derive another preconditioner for the matrix A in (3) which
is spectrally equivalent to preconditioner H in (52) but its implementation is
much cheaper.

Let us complement iterative procedure (49) with one additional iteration
step:

v̄3 = v̄2 − B−1
0

(
B v̄2 − ḡ

)
. (53)

It is obvious that v̄3 = v̄2. Thus, we derived an alternative representation

B−1 =
[
I −

(
I − B−1

0 B
)
T
]
B−1 (54)

for the matrix H = B−1.
Let a matrix B̂c be spectrally equivalent to the matrix Bc in (48), i.e. the

inequalities

q1
(
B̂cū, ū) ≤

(
Bcū, ū) ≤ q2

(
B̂cū, ū) (55)

hold for all ū ∈ Rnc with positive constants q1 and q2 independent of the
coefficients of the diffusion operator in (1) and the mesh Ωh.

Let us introduce the matrix

T̂ =
(
I − B−1

0 B
)
(I − q3R B̂

−1
c RT B

) (
I − B−1

0 B
)

(56)

where q3 is a positive constant independent of the coefficients in (1) and the
mesh Ωh, and satisfying the inequality q3 < 2/q2. Then, the matrix

Ĥ = I − T̂ (57)

is spectrally equivalent to the matrix H in (52).

To describe the derivation procedure for a matrix B̂c we consider a polyg-
onal subdomain Gh,s with interface boundaries Γs,j , j = 1, ls, 1 ≤ s ≤ t. In
this case, we have
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σ2
s = |Gh,s| + hf

ls∑

j=1

|Γs,j |. (58)

Here, |Gh,s| is the area of Gh,s and |Γs,j | is the length of Γs,j , j = 1, ls,
1 ≤ s ≤ t.

To define the matrix B̂c, we replace each submatrix

RT
s

(
Ds − Ds w̄1,s w̄

T
1,sDs

)
Rs (59)

in the matrix Bc, where Rs is the underlying block in R, by the matrix

hf |Gh,s|
σ2

s

(
D̂s − ĎsQs Ďs

)
(60)

where D̂s = diag
{ ls∑

j=1

|Γs,j |, |Γs,1|, . . . , |Γs,ls |
}
, Ďs = diag

{
1, |Γs,1|, . . . , |Γs,ls |

}
,

and

Qs =




0 1 . . . 1
1 0 . . . 0
...

...
...

1 0 . . . 0


 ∈ R(ls+1)×(ls+1). (61)

It can be proved that the matrix B̂c is spectrally equivalent to the ma-
trix Bc with

q1 = 1 and q2 = 1 + max
1≤s≤t

hf

ls∑

j=1

|Γs,j |

|Gh,s|
. (62)

Due to the regularity and quasiuniformity assumptions about the mesh Ωxy,h

and the partitioning of Ωxy,h into subdomains Gh,s, s = 1, t, the value of q2
in (62) is bounded from above by a positive constant c4 which is independent
of the coefficients axy, az, and c in (1) as well as of the mesh Ωh. Thus, the

matrix Ĥ in (56), (57) with q3 < 2/c4 is spectrally equivalent to the matrix
H = B−1.

Numerical results in Section 6 are given for the PCG method with the
preconditioner (56), (57) defined in this Section.

Let us denote the matrix B̂c by Ac, i.e. Ac = B̂c. The matrix Ac can
be presented as the 2 × 2 block matrix similar to presentation (3) for the
matrix A:
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Ac =

(
Ac,p Ac,pλ

Ac,λp Ac,λ

)
(63)

where Ac,λ is a diagonal matrix. It can be easily shown that the Schur com-
plement

Kc = Ac,p − Ac,pλA
−1
c,λAc,λp (64)

of the matrix Ac has the same structure as the original matrix K in (2).

Remark 1. The size of the matrix Kc in (64) is at least 2.5 times smaller than
the size of the matrix Bc in (48). To this end, the Cholesky factorization of
the matrix Kc is at least fifteen times cheaper than the same factorization of
the matrix Bc. Thus, it can be shown that in the case hc ∼

√
hf the PCG-

method with the preconditioner Ĥ proposed in this Section is more efficient
than with the preconditioner H proposed in Sections 3 and 4.

Remark 2. Due to the structure of the matrix Kc in (64), we can design a two-
level preconditioner Hc,p for this matrix using the same coarsening technique.

Replacing the matrix K−1
c in the definition of Ĥ by the matrix Hc,p we get a

three-level preconditioner.

Remark 3. The number of iterations of the PCG method with the proposed
preconditioner is O(h−1

f hc| ln hf |). The factorization of the matrices Bc and

B̂c defined in (48) and (58)-(62), respectively, requires O(h−6
c h−1

f ) arithmetic
operations. Then, the solution of algebraic systems with factorized matrices
Bc and B̂−1

c requires O(h−4
c h−1

f ) arithmetic operations. The PCG method
is faster for smaller values of hc but implementation algorithms are more
expensive. A reasonable choice is hc =

√
hf . In this case, the factorization

of the matrices Bc and B̂c requires O(h−4
f ) arithmetic operations, and the

implementation of the PCG with the factorized matrices Bc and B̂c requires

O(h
−7/2
f | ln hf |) arithmetic operations.

6 Numerical Results

To demonstrate the performance of the proposed two-level preconditioner we
consider two examples. For both examples we compare the number of itera-
tions and the total CPU time of the PCG-method with two-level precondi-
tioner (TLP) and with the block Jacobi preconditioner (BJP). Both precondi-
tioners are applied to system (2). The block Jacobi preconditioner is defined
by

BJ = Dxy + Kz (65)

where Dxy is the diagonal of the matrix Kxy in (8).
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In the first example, the cubic domain Ω is partitioned into eight equal
subcubes Ωl, l = 1, 8. The coefficients az and c are equal to one. The coeffi-
cient axy is equal to one in four subdomains. In the other four subdomains the
value of the coefficient axy is shown in Table 1. The distribution of two different
values of the coefficient axy is based on the 3D-chess ordering of the subdo-
mains. The mesh Ωh is cubic with the mesh step size h = 10−2. The square
domain Ωxy is partitioned into 100 square subdomains Gh,s, s = 1, 100. The
coarse mesh matrix Kc is a block tridiagonal matrix (100 blocks, each block
is a 10 × 10 matrix). The stopping criterion is to reduce the K-norm of the
original error vector in 106 times.

Table 1. Variable a
(2)
xy , cubic mesh

TLP z-line Speed up

hc =
√
hf BJP TLP vs. BJP

a
(2)
xy #it CPU #it CPU

10 64 23.2 984 212. 9.3

100 62 22.7 2336 491. 22.0

1000 61 22.2 6793 1450. 66.5

In the second example, Ωxy,h is a uniform hexagonal mesh, and the shape
of Ωxy depends on the mesh. The domain Ω is again partitioned into eight
subdomains as shown in Figure 2. The coefficients az and c are equal to one.
The coefficient axy is equal to one in four subdomains and is equal to 100
in four others. The distribution of two values for axy is done in the 3D-chess
order similar to Example 1. The mesh Ωxy,h is partitioned into t identical sub-
domains Gh,s, s = 1, t, where t is equal to 36, 64, 100, and 144. In Table 2, the
number of iterations and CPU time for the proposed two-level preconditioner
on a sequence of meshes are given versus to the block Jacobi preconditioner.

Table 2. Sequence of hexagonal meshes Ωxy,h

TLP z-line Speed up

hc =
√
hf BJP TLP vs. BJP

1/hf #it CPU #it CPU

36 44 0.62 839 8.42 13.5

64 56 7.33 1463 90.3 12.3

100 68 25.5 2346 545. 21.4

144 81 116. 3391 2466. 21.3

The numerical results confirm the theoretical statements in Section 3: the
number of iterations does not depend on the values of the coefficients, and

the condition number of the matrix HpK is proportional to
(
hc/hf

)2
.
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Fig. 2. Domain Ω with hexagonal mesh Ωxy,h

More detailed description of implementation algorithms as well as other
results of numerical experiments can be found in [1].
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