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1 Introduction

In the p-FEM and the closely related spectral method, the solution of an elliptic
boundary value problems is approximated by piecewise (mapped) polynomials of de-
gree p on a fixed mesh 7. In practice, the entries of the p-FEM stiffness matrix cannot
be evaluated exactly due to variable coefficients and/or non-affine element maps and
one has to resort to numerical quadrature to obtain a fully discrete method. Com-
putationally, choosing shape functions that are related to the quadrature formula
employed can significantly improve the computational complexity. For example, for
tensor product elements (i.e., quadrilaterals, hexahedra) choosing tensor product
Gauss-Lobatto quadrature with ¢ + 1 = p 4+ 1 points in each spatial direction and
taking as shape functions the Lagrange interpolation polynomials (of degree p) in
the Gauss-Lobatto points effectively leads to a spectral method. The quadrature
error analysis for the p-FEM /spectral method is available even for this case of min-
imal quadrature (see, e.g., [5, 6] and reference there). Key to the error analysis is
a one-dimensional discrete stability result for the Gauss-Lobatto quadrature due to
[2] (corresponding to @ = 0 in Lemma 2 below) that can readily be extended to
quadrilaterals/hexahedra by tensor product arguments.

In the present paper, we show an analog of the error analysis of the above
minimal quadrature for the p-FEM on tetrahedral meshes (the easier case of triangles
can be treated completely analogously). Quadrature on a tetrahedron can be done
by a mapping to a hexahedron via the Duffy transformation D of (3). We show in
Theorem 1 that for tensor product Gauss-Lobatto-Jacobi quadrature formulas with
q+ 1 =p+ 1 points in each direction, one again has discrete stability for the fully
discrete p-FEM. A complete quadrature error analysis (Theorem 2, Corollary 1) then
follows from Strang’s lemma and shows that the convergence rates of the Galerkin
p-FEM (where all integrals are evaluated exactly) is retained by the fully discrete
p-FEM. The present error analysis complements the work [3] for the p-FEM on
triangles/tetrahedra where it is shown that by adapting the shape functions to
the quadrature formula, the stiffness matrix can be set up in optimal complexity.
However, we mention that the approximation spaces employed in [3] are no longer the
classical spaces SP' (T) of piecewise polynomials but the spaces S7!(7") augmented
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by bubble shape functions for each element, which makes the static condensation
more expensive.
To fix ideas, we consider

-V (A(x)Vu) = f on 2 C R®, ula =0, (1)

where A € C(£2, R‘?’Xj) is pointwise symmetric positive definite. We require A and
f to be analytic on {2 and the standard ellipticity condition

0 < Amin < A(z) < Anax, Yz € (2.

2 Quadrature Error Analysis

Notation

The reference tetrahedron K and the reference cube Q are defined as
I?:{(m,y,z)\ —l<zy,z2 N z+y+2z<-—1}, Q:=(-1,1° (2

The Dufty transformation D : Q — K is given by

D(nl,m,ng)::((””l)“ “m—m)y (Emm) 1,%) e

Lemma 1. The Duffy transformation is a bijection between the (open) cube Q and
the (open) tetrahedron K. Additionally,

) 06, 1° il=m)(d—=ms) 0 0 '
D(m,m2,ms) = | 5 =|—z0+m)1—-m3) 5(1-m3) Of ,
Midig=t | 104+ m) (1 —m) —3(1+m) 1
1 42(14+m)  2(14+m)

(O o)™ = gy 920 ™) | Lom )

deor = (152 (152 (@

Proof. See, for example, [4].

—~

We employ standard notation by writing Pp(l? ) for the space of polynomials of
degree p on K, and by denoting Q,(Q) the tensor-product space of polynomials of
degree p in each variable, [7]; additionally we set

Qp:={ue Qp(Q)|diu=0du=>8u=0o0nn =1and du=0onn =1}

Remark 1. The Duffy transformation D maps the face n3 = 1 to the point (-1, —1,1)
and the face 72 = 1 to a line. An important property of Q,, is that u € P,(K) implies
uoD € Q.
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2.1 Gauss-Lobatto-Jacobi Quadrature

Gauss-Lobatto-Jacobi Quadrature in 1D

For a > —1, n € N, the Gauss-Lobatto-Jacobi quadrature formula is given by
n 1
CLI () i= ol £l ) [ (1= )" f(o)da (5)
i=0 -1

(m) 5 =0,..

(see, e.g., [4, App. B]): the quadrature nodes x; ., n, are the zeros of the

polynomial z +— (1 — x2)P,(La+l’l>(x), where P{*®) denotes the Jacobi polynomial
of degree n with respect to the weight function (1 — z)*(1 4+ x)”. The quadrature
weights w(a n>, i = 0,...,n, are positive and explicit formulas can be found, for
example, in [4, App. B]. We have:

Lemma 2. Let Py, be the space of polynomials of degree n. Then for a > —1:

1. For all f € Pan—1 there holds GLI(an)(f) = [, f(z)(1 — 2)*da.
2. For all f € Py, there holds

a+1

B f2(a:)(1 —z)%dz < GLJa,n(fQ) < (2 + ) B f2(1:)(1 — z)%dz.

Proof. The first assertion is well-known. The second assertion follows by the same

arguments as in the case @« = 0, which can be found, for example, in [2] or [1,
Corollary 1.13].

Gauss-Lobatto-Jacobi Quadrature on K

Using the change of variables formula [ gdx = fQ (g o D)|det D’|dx, we can intro-
duce a quadrature formulas such that

GLIgW(f) ~ /Q f)ldet D'()ldn,  GLIg .(g) ~ / g(6) de

K
by setting
CLIgn(f) = 1/8 32 wlPulWul® f (a0 2l o0 ()
i1,12,13=0
GLJ % .(9) := GLJgn(g o D). 7

Using standard tensor product arguments one can deduce from the properties of the
quadrature rules GLJq,, and the formula (4) the following result:

Lemma 3. Let 1 <p < q andletu € Qp(Q), U € Q24-1(Q). Set u :=uo D™l v:=
DoD™!. Then the equalities GLJ g 4(0) = fg v| det D'|df2 and GLIg ,(v) = Sz vd2
are true and, for C :=(2+1/p)(2+2/p)(2+ 3/p) < 60,

/ (2] det D'|dR2 < GLJ o (@) gg/ (2| det D' d2,
Q Q

lull?2z) < GLIg o (w?) < CllullZs(z)-
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2.2 Discrete Stability

The following discrete stability result is the heart of the quadrature error analysis;
its proof is deferred to Section 3.

Theorem 1. Let A € C(IA{,R3X3) be pointwise symmetric positive definite, ¢ €
C(IA() Assume the existence of Amin, Amaz, Cmin > 0 with

>\min < A(l‘) < )\ma;m Crmin < C(J/')Vl' S I?

Then for q > p there holds for all u € {u|uo D € ép}

)\min )\min
GLJI?,q(Vu : AVU) > 10404 ||VU\|iz(f<) > 10404N. - Vu - AVudS2, (8)
max ,q
GLJR’q(cuz) > cmmHuHiQ(}?). (9)

2.3 Convergence Analysis of Fully Discrete p-FEM

For the model problem (1) and given mesh 7 consisting of (curvilinear) tetrahedra

with element maps Fi : K- K , we define the discrete bilinear form a? and right-
hand side F'¢ by

al(u,v) ==Y GLIgz  (((Vu- AV0)|k o Fic)| det Fi|),
KeT
Fi(u) := > GLIg , (((fu)lx o Fi)| det Fi]) .

KeT

We let S2N(T) := {u € H{(2)|u|lx o Fx € Pp(K) VK € T} and consider finite
dimensional spaces Vi satisfying

SPNTYCcVn C SENT) :=={ue Hy(2)|ulx o FkoDeQ, YKeT}. (10)

Remark 2. By Remark 1, choosing Vy = Sg’l(T) is admissible. Taking Vx larger
than S?'(T) permits adapting the shape functions to the quadrature points and
permits efficient ways to generate the stiffness matrix, [3].

The fully discrete problem is then:
Find uy € Vy s.t. al(un,v) = Fi(v) Yv € Vy. (11)

The discrete stability result Theorem 1 for a single element is readily extended
to meshes with several elements and existence and uniqueness of solutions to (11)
follows. An application of Strang’s Lemma then gives error estimates:

Theorem 2. Let the mesh T be fized and the element maps Fx be analytic on K.
Assume (10) and g > p. Let u solve (1) and un solve (11). Then there exist C,
b > 0 depending only on {2, the analytic data A, f of (1), and the analytic element
maps Fi such that

— <C inf —_ COrdeb@atr—r)
o= unllscoy <€ (int = vllsgay + Cre

for arbitrary 1 < r < min{p,2(q — 1) — p}.
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Proof. The proof follows along the lines of [6, Secs. 4.2, 4.3]: Theorem 1 enables us to
use a Strang lemma, and the resulting consistency terms can be made exponentially
small by the analyticity of A, f, and the Fk.

Remark 3. It is worth stressing that analyticity of 042 is not required in Theorem 2—
only analyticity of the element maps is necessary. Hence, also piecewise analytic
geometries are covered by Theorem 2. The requirement that A, f be analytic can
be relaxed to the condition that A|x, f|x be analytic on K for all elements.

We note that choosing r = |p/2] in Theorem 2 implies that the rate of conver-
gence of the fully discrete p-FEM is typically the same as the Galerkin p-FEM in
which all quadratures are performed exactly:

Corollary 1. Assume the hypotheses of Theorem 2. Then:

1. If inerSgJ(T) lu —vllg1e) =O0®@™ ), then |lu — un|[gi(o) = O™ ).
2. If inf _gp1 gy lu — vl g1 = O(e™%P) for some b > 0, then there exists b’ > 0
0

such that ||u — un||g1(o) = O(eib/p).

3 Proof of Theorem 1

The heart of the proof of Theorem 1 consists in the assertion that for the Duffy
transformation D, the matrix (D')~'(D')~" is equivalent to its diagonal. To that
end, we recall for square matrices A, B € R™*" the standard notation A < B which
expresses v' Av < v' B for all v € R™. We have:

Lemma 4. Let E(n) := (D'"'D'"")(n) and denote by diag E(n) € R**® the diago-
nal of E(n). Then

1
3168 Jiag E(n) < B(n) < 3diag BE(n) ¥y € Q. (12)

Proof. One easily shows for any invertible matrix G € R™*"
B<A <+ G'BG<G'AG. (13)
In order to prove (12), we define the diagonal matrix

B(n) = diag[(1 = n2)(1 = 13), (1 = n3), 1]
and in view of (13) we are led to showing

1

m(BT(diag E)B)(n) < (B'EB)(n) <3(B (diag E)B)(n) Vne Q.  (14)
Explicitly computing

8(1+m)*+16  (1+n){4+2(1+n)} 2(1+m)
(BTEB)(n) = sym. 44 (1+m)? (1+n2)
Sym. Sym. 1

and applying the three estimates
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2(1+ n){4+2(1 + n2)vrve < 8(L+m1)*vf + [4+ (1 + n2)*Js,
4(1 + m)vivs < 4(1 +m)?0f + 03, 2(1 4 m2)vavs < (14 12)%v3 + v3

for all n € Q,v1,v2,v3 € R, we conclude for any vector v = (Ul,Ug,Ug)T € R?
v (BTEB)(n)v < v’ diag [20(1 +m)® + 16,8 + 3(1 + 12)*, 3] v.

In view of (B (diag E)B)(n) = diag [8(1 4+ m1)® + 16,4 + (1 +12)?, 1] we arrive at
(BTEB)(n) < 3(BT(diag E)B)(n). In order to prove the lower bound of (14) we
observe that (BT EB)(n) is symmetric positive definite for all n € Q; denoting by
0 < A < A2 < A3 the three eigenvalues of (BT EB)(n), we conclude from the
Gershgorin circle theorem 0 < A1 < A2 < A3 < 68 for all n € Q. Moreover, a direct
calculation shows det(BT EB)(n) = 64. Thus, A; > det(BT EB)/A3 > 4/289 for all
n € Q. Hence for all n € Q

T 4 4 . [8(14m)?+16 4+ (1+mn)?
> —J7 > —
(B EB)(n) 2 5551 2 5gq diag 48 : 8 1
1 .
> (B (ding )B)().

Proof of Theorem 1. We will only show (8) as (9) follows easily from Lemma 3.
Let u be such that U := uo D € Q. In view of the positivity of the quadrature
weights and Lemma 4 we get for E := diag((D’)~'(D")™ ")

GLJ}qu(VU - AVu) > Amin GLJ}A{,Q(|VU|2)

= Anin GLJg (V@ - (D))"H(D")”" V@) > ;ZGg GLJo,(Vi - EVa).

- 2 2
A calculation reveals EF = (E<1)) + (E(Q)) if we introduce

EW ::diag{ VStm) Lt 1}7

(1 =) =ms)" 1 —ns’

@ ._ o 4 2
g '_dlag{(l—nz)(l—m)’1—773’0}'

The assumption u € ép implies that the components of EVVa and E® V4 are in
9,(Q); hence, from Lemma 3

GLJg (Vi - EVa) = GLIo,,(|EVV)?) + GLIg (| E®Va|?)
2/ |E<1>va|2|detD'|drz+/ |E@Va[?| det D'|d02
Q Q

= /(va)Téva\detD’|dQ
JQ

> 1/ (va) " (DYY(D')" TV |det D'|d2 = 1/ |Vul?de,
3 Jo 3 K

where we also appealed to Lemma 4. Collecting our findings, we arrive at

% Vu - V > —
GLJ ,q( u-A U) 3

2 An'n'n
||VU||L2(;}) > m‘/kVUwLXVudQ.
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4 Numerical Example

Corollary 1 states that the fully discrete p-FEM converges at the same rate as a
Galerkin p-FEM where all integrals are evaluated exactly. We illustrate this behavior
for the following example:

~V-(AVu)=1 on2:=K and u=0 onds, (15)

A(z1, 2, x3) := diag ﬁ,exp (rz) , COS (r2 :_ 1)} , (16)

where 72 = 2?2 4+ 23 + 2%. We base the p-FEM on a single element on two different
sets of shape functions: #%% is the set of shape functions proposed by Karniadakis
and Sherwin [4] and spans P,(K) N Hy(K); the set #7%9 is, roughly, speaking, the
set of Lagrange interpolation points in the quadrature points (on Q); it spans a
space that contains P,(K) N Hi(K) and we refer to [3] for details. In both cases
the stiffness matrix is set up using the minimal quadrature, i.e., ¢ = p. Figure 1
shows the relative energy norm error (%W)l/ 2 for both cases, where
Eezact = |, o Vu - AVdS2. To illustrate that the optimal rate of convergence is not
affected by the quadrature, we include in Fig. 1 a calculation (based on K S) that
corresponds to (15) with A = I; in this case the linear system of equations can be
set up without quadrature errors. We observe indeed that the rate of convergence is
the same as in the case of quadrature.

10 r—— :
-e-A=diag[...], ®*°

g -1 T Azdlag[]r qJLag

210 —-—A:I,exactquadr.,tDKS’

>

=

2

@ 107t

£

S

2107

[

= o
-4

10 e .

4 5 6 7 8 910 20 25

polynomial degree p

Fig. 1. Relative energy norm error

We close by pointing out that the shape functions in #7%9 are adapted to the
quadrature rule. While the number of functions in #**9 is (asymptotically for large
p) 6 times that of & 9 setting up the stiffness matrix is not slower than setting up
the stiffness matrix based on *°. We refer to [3] for a detailed study.
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