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Abstract In this paper, we will report our recent efforts to apply a Schur complement
method for nonlinear hyperbolic problems. We use the finite volume method and an
implicit version of the Roe approximate Riemann solver. With the interface variable
introduced in [4] in the context of single phase flows, we are able to simulate two-
fluid models ([12]) with various schemes such as upwind, centered or Rusanov.
Moreover, we introduce a scaling strategy to improve the condition number of both
the interface system and the local systems. Numerical results for the isentropic two-
fluid model and the compresible Navier-Stokes equations in various 2D and 3D
configurations and various schemes show that our method is robust and efficient.
The scaling strategy considerably reduces the number of GMRES iterations in both
interface system and local system resolutions. Comparisons of performances with
classical distributed computing with up to 218 processors are also reported.
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1 Introduction

Computations of complex two-phase flows are required for thesafety analysis of
nuclear reactors. These computations keep causing problems for the development
of best estimate computer codes dedicated to design and safety studies of nuclear
reactors. Moreover, we often need to find the long-term behavior of the system. In
these cases, implicit schemes are proven very efficient. Unfortunately, for implicit
schemes, after the discretization, we need to solve a nonlinear systemA U = b.
This task is computationally expensive in particular sincethe matrixA is usually
non-symmetric and very ill-conditioned. It is therefore necessary to find an efficient
preconditioner.
When the size of the system is large, the parallel resolution on multiple processors is
essential to obtain reasonable computation times. Currently in the thermal hydraulic
code, FLICA-OVAP (see [7]), the matrixA and the right hand sideb are stored on
multiple processors and the system is solved in parallel with a Krylov solver with
a classical incomplete factorization preconditioner. Unfortunately, the parallel pre-
conditioners of FLICA-OVAP only perform well on a few processors. In contrast,
if we want to increase the number of processors these parallel preconditioners per-
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form poorly. Tests were run on different test cases and led usto conclude that it
is often better not to use these parallel preconditioners, especially for 3D problems
([2]). This strategy does not make an optimal use of the available computational
power. Hence, we seek for more efficient methods to distribute the computations.
We study and use a domain decomposition method as an alternative to the classical
distribution.

2 Mathematical model

For the modeling of two-phase flows, several sets of equations have been worked
out. They range in complexity from the homogeneous equilibrium model to two-
fluid models involving unequal pressure for each phase. In this paper, we consider
the well-known two-fluid model. This model is obtained by averaging the balance
equations for each separated phase, using space, time or ensemble averaged quan-
tities (see [8] and [6]). The unknown physical quantities are the volume fraction
αk ∈ [0,1], the densityρk ≥ 0, and the velocityuk of each phase. The subscript
k stands forl if it is the liquid phase andg for the gas phase. The common aver-
aged pressure of the two phases is denoted byp. In our model, pressure equilibrium
between the two phases is postulated. For the sake of simplicity, we study the isen-
tropic two-fluid model. This model can be written as follows:



































∂ (αgρg)
∂ t + ∇ · (αgρgug) = 0,

∂ (αlρl)
∂ t + ∇ · (αlρlul) = 0,

∂ (αgρgug)
∂ t + ∇ · (αgρgug ⊗ug)+αg∇p+∆ p∇αg −∇ · (αgνg∇ug) = 0,

∂ (αlρlul)
∂ t + ∇ · (αlρlul ⊗ul)+αl∇p+∆ p∇αl −∇ · (αlνl∇ul) = 0,

(1)

with αg+αl = 1, and the two equations of state(EOS)ρg = ρg(p) andρl = ρl(p). In
our problem, we use the stiffened equation of state. Hereνk is the viscosity of phase
k, and∆ p denotes the pressure defaultp− pk between the bulk average pressure
and the interfacial average pressure.
By denotingmk = αkρk, qk = αkρkuk andU = (mg,qg,ml ,ql)

t , we can write the
system (1) as follows:

∂U
∂ t

+Fconv(U)+Fdi f f (U) = 0, where (2)

Fconv(U)=









∇ ·qg

∇ ·ql

∇ · (qg ⊗
qg
mg

)+αg∇p+∆ p∇αg

∇ · (ql ⊗
ql
ml
)+αl∇p+∆ p∇αl









, Fdi f f (U)=









0
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3 Numerical Method

Most of the numerical methods used in two-phase flow computercodes are based
upon semi-implicit finite difference schemes with staggered grids and donor-cell
differencing. The main features of these schemes are their efficiency and their ro-
bustness. However, these methods have a large amount of numerical dissipation,
giving poor accuracy in smooth regions of the flow. Moreover,discontinutities are
heavily smeared on coarse grids and oscillations appear when the grid is refined.
Here, we propose to use an approximate Riemann solver to discretize and solve
the system (2). We decompose the computational domain intoN disjoint cellsCi

with volumevi. Two neighboring cellsCi andC j have a common boundary∂Ci j

with areasi j. We denoteN(i) the set of neighbors of a given cellCi and ni j the
exterior unit normal vector of∂Ci j . Integrating the system (2) overCi and setting
Ui(t) = 1

vi

∫

Ci
U(x, t)dx andUn

i = Ui(n∆ t), the discretized equations can be written:

∫

Ci

∂U
∂ t

dx + ∑
j∈N(i)

Φconv
i j + ∑

j∈N(i)

Φdi f f
i j = 0 (3)

with Φconv
i j , Φdi f f

i j denote the numerical flux of convection and diffusion on the cell
Ci in direction of the neighbor cellC j.

The diffusion numerical fluxΦdi f f
i j is approximated on structured meshes using the

formula:

Φdi f f
i j = D(

Ui +U j

2
)(U j −Ui). (4)

Full details of the evaluation of diffusive flux terms are given in [16].
Due to theαk∇p and∆ p∇αk terms, the inviscid part of the two-phase flow cannot
be written in a conservative form. But this system can be written in the quasi-linear
form:

∂U
∂ t

+A(U)
∂U
∂x

= 0. (5)

Under some simplifying assumptions, the authors of [17] were able to obtain a con-
servative form that allowed them to give a sense to discontinous solutions. It was
also under those assumptions that they have been able to develop an approximate
Riemann solver of Roe-type for the system (5) providing a local linearization of the
non-conservative termαk∇p. We can also contruct other linearizations than that of
[17]. Here, we will not propose a specific linearization but ageneral method for the
construction of the Roe matrix once we have chosen a linearization. We then define
a local inviscid flux functionF locand a local Roe matrixARoe for this linearization.
The inviscid flux in the normal direction to the cell interface ∂Ci, j is given by:
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Φconv
i j =

F loc(Ui)+F loc(U j)

2
.ni j +D

Ui −U j

2
(6)

=F loc(Ui).ni j +A−(U j −Ui),

whereD is an upwinding matrix,ARoe the Roe matrix andA± = 1
2(ARoe ±D).

The choiceD = 0 gives the centered scheme, whereasD = |ARoe| gives the up-
wind scheme.

Newton scheme

Finally, since∑ j∈N(i) F loc(Ui).ni j = 0, using (6) and (4) the equation (3) of the
numerical scheme becomes:

Un+1
i −Un

i

∆ t
+ ∑

j∈N(i)

si j

vi
{(A−+D)(Un+1

i ,Un+1
j )}(Un+1

j −Un+1
i ) = 0. (7)

The system (7) is nonlinear, hence we use the following Newton iterative method to
obtain the required solutions:

δUk+1
i

∆ t
+ ∑

j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
](

δUk+1
j −δUk+1

i

)

= −
Uk

i −Un
i

∆ t
− ∑

j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
]

(Uk
j −Uk

i ), (8)

whereδUk+1
i = Uk+1

i −Uk
i is the variation of thek-th iterate that approximates the

solution at timen+1. Defining the unknown vectorU = (U1, . . . ,UN)
t , each New-

ton iteration for the computation ofU at time stepn+ 1 requires the numerical
solution of the following linear system:

A (U k)δU
k+1 = b(U n

,U
k). (9)

Scaling strategy

The larger the time step, the worse the condition number of the matrixA in (9).
As a consequence, it is important to apply a preconditioner before solving the linear
system. The most popular choice is the Incomplete LU factorisation (later named
ILU, see [1] for more details). The error made by the approximate factorisation us-
ing an ILU preconditioner depends on the size of the off diagonal coefficients of
the matrix. For a better performance of the preconditioner,it is desirable that off
diagonal entries of the matrix have small magnitudes.
Here, we use the Scaling strategy (see details in [3]) to improve the condition num-
ber of the matrix. This strategy is a similarity transformation. Combined with the
classical ILU preconditioner this strategy has reduced significantly the GMRES it-
erations for local systems and the computational time.
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4 Domain decomposition method

The object of the present work is to solve the compressible fluids by a nonoverlap-
ping domain decomposition methods [13, 15, 11, 9], and more precisely by a Schur
complement method. A simple attempt is to adapt the principle of the domain de-
composition method for elliptic problems [14, 10] to our problems. As in the case
of elliptic problems, the principle is that we decompose theglobal problem into
independent subproblems which are solved by each processor. However, the imple-
mentation of these ideas in hyperbolic problems raise some technical difficulties
such as:

• The scheme must be conservative.
• In the finite volume formulation, there is no unknown defined at the interface.
• The boundary condition of hyperbolic systems must depend onthe characteristics

of the problem.

Those difficulties are solved in [5] for the Euler equations by replacing the interface
variables in the context of elliptic problems by the interface fluxes in the context
of hyperbolic problems. In this paper, we introduce a new interface variable which
make the Schur complement method easy to build and allows us to treat diffusion
terms.

Implicit Coupling

We recall the linear system at each Newton iteration of the implicit scheme (8):

δUk+1
i

∆ t
+ ∑

j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
](

δUk+1
j −δUk+1

i

)

= −
Uk

i −Un
i

∆ t
− ∑

j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
]

(Uk
j −Uk

i ).

We would like to solve (8) onN processors and each processor work on one sub-
domain. We see that it lacksδUk+1

j to the computational unit of the subdomainI if
the cell j belongs to another subdomain, and it is not calculable by thesystem since
δUk+1

j is to be calculated. Then the processorI needs from the processorJ the value

δUk+1
j which is not yet available. Conversely, the processorJ needsδUk+1

i from the
processorI.

A new interface variable

In order to include diffusion terms in the model and to use various schemes and
various systems, we introduce a new interface flux variableδφi j (see [4]) at the
domain interface between two neighboring cellsCi andC j which belong to different
subdomains:

δφi j = δU j −δUi (10)
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In the case where the celli of the subdomainI is at the boundary and has to
communicate with the neighboring subdomains, we can rewrite the system (8) as:

δUk+1
i

∆ t
+ ∑

j∈I, j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
](

δUk+1
j −δUk+1

i

)

=−
Uk

i −Un
i

∆ t
− ∑

j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
]

(Uk
j −Uk

i )

− ∑
j 6∈I, j∈N(i)

si j

vi

[

(A−+D)(Uk
i ,U

k
j)
]

δφ k+1
i j

We defineUI = (U1, . . . ,Um)
t the unknown vector of the subdomainI,

δφI = (δφi j)i∈I, j∈J, j∈N(i), (11)

AI the local Neumann matrix of the subdomainI, and

PI = ∑ j 6∈I, j∈N(i)
si j
vi

[

A−(Uk
Roe)+D(Uk

di f f )
]

, we can write the linear system as:

AI(Uk)δUk+1
I = bI(Un

,Uk)−PIδφI (12)

By taking into account equations (10), (11) and (12),and denoting δΦ = (δφI),
I = 1. . .N we can build an extended system that distinguishes the internal unknowns
from the interface ones:













A1 0 . . . . . . P1

0 A2 0 . . . P2

. . . . . . . . . . . . . . .

0 0 . . . AN PN

M1 . . . . . . MN I

























δU1

δU2

. . .

δUN

δΦ













=













b1

b2

. . .

bN

bΦ













(13)

whereAI is the matrix that couples the unknowns associated with internal cells of
ΩI whereasMI links δUI to δΦ through (10). Then, in our method,MI comprises
only 0 or±1.
The internal unknowns in (13) can be eliminated in favor of the interface ones to
yield the following interface system:

SδΦ = bΦ , (14)

with (SδΦ) = δΦ +∑N
I=1 MIAI

−1PIδφI and(bΦ) = ∑N
I=1 MIAI

−1bI .

The computation of the matrixS is so costly as we have to inverse the local matrix
AI . Fortunately, we do not have to compute explicitly the coefficients ofS. All we
need is to design the operatorδΦ → SδΦ . Then the equation (14) can be solved
by, e.g., GMRES, BICGStab, or the Richardson methods. Once we solved the in-
terface system, we knowδΦ and then we can solve the internal unknowns on each
processor using the equation (12).
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5 Numerical Results

We have implemented our method for the compressible Navier-Stokes equations
and the isentropic two-fluid model and compared the results obtained using single
and multiple domains. After this validation, we compare thecomputation time of
the ILU preconditioner, our method and our method with strategy Scaling ([3]).
Fig. 1 presents the computational time required to perform atime step of a fixed
global problem of one million cells using upwind scheme. We compare the compu-
tational time required using the classical distributed method (red curve), the domain
decomposition method (blue curve) and the domain decomposition method with
scaling (green curve). We vary the number of processors up to128. One can see that
the domain decomposition method is comparable with classical distributed method
and using scaling ([3]) is better.
Fig 3 shows the computational time required to perform the previous test but using

Fig. 1 Upwind scheme, single-phase flow,
global mesh = 96×96×96, CFL 20

Fig. 2 Upwind scheme, two-phase flow,
global mesh = 96x96x96, CFL 20

centered scheme. We can see only two curves. This is because,in this case the clas-
sical distributed method does not converge like we use the centered scheme. Domain
decomposition is the only one method that converges.

Similarly, Figs 2 and 4 show the computational time requiredto perform a time
step in the case of the two-phase flow for the upwind and centered schemes.

Conclusion

We have presented a new interface variable which allows for the treatment of
diffusion terms and the use of various numerical schemes fortwo-phase flows. We
also introduced the Scaling strategy to improve the conditioner number of the matrix
and reduce the computational time. We compared the scalability of our method with
the classical distributed computations. Numerical results showed that our method is
more robust and efficient.
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Fig. 3 Centered scheme, single-phase flow,
global mesh = 96×96×96, CFL 10 Fig. 4 Centered scheme, two-phase flow,

global mesh = 96×96×96, CFL 20
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