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As many domain decomposition methods the two level AdditiveSchwarz method

may suffer from a lack of robustness with respect to coefficient variation in the un-
derlying set of PDEs. This is the case in particular if the partition into subdomains
is not aligned with all jumps in the coefficients. Thanks to the theoretical analysis of
two level Schwarz methods (see [11] and references therein)this lack of robustness
can be traced back to the so called stable splitting property(already in [4]). Follow-
ing the same ideas as in the pioneering work [1] we propose to solve a generalized
eigenvalue problem in each subdomain which identifies whichvectors are respon-
sible for slow convergence. The spectral problem is specifically chosen to separate
components that violate the stable splitting property. These vectors are then used
to span the coarse space which is taken care of by a direct solve while all remain-
ing components can be resolved on the subdomains. The resultis a preconditioned
system with a condition number estimate that does not dependon the number of
subdomains or any jumps in the coefficients. We refer to this method as GenEO for
Generalized Eigenproblems in the Overlaps. It is closely related to the work of [2]
where the same strategy leads to a different eigenproblem and different condition
number estimate (which also does not depend on the jumps in the coefficients or
on the number of subdomains). A full theoretical analysis ofthe two level Addi-
tive Schwarz method with the GenEO coarse space (first brieflyintroduced in [8])
is given in [7]. Here our purpose is to show the steps leading from the abstract
Schwarz theory to the choice of our generalized eigenvalue problem (5). In the first
section we introduce the rather wide range of problems to which the method applies
and give the classical two-level Schwarz condition number estimate in the abstract
framework (again, see [11] and references therein). In the second section we work
to make this condition local (on each subdomain), identify the GenEO generalized
eigenproblem and state our main result (Theorem 2). Finallyin the third section we
illustrate the result numerically.
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1 Problem Setting

Given a finite dimensional Hilbert spaceVh, a continuous and coercive bilinear form
a : Vh×Vh → R and a right hand sidef ∈ V ′

h we consider the following problem.
Find v∈ Vh such thata(v,w) = 〈 f ,w〉 for all w∈ Vh. Then given a basis forVh we
can derive a linear systemAv = f.

Assumption:The following assumption is needed on the bilinear form:a is given
through positive semi definite element matrices{aτ}τ∈Th

whereTh is a mesh on the
computational domainΩ underlyingVh. Our method can also be defined for abstract
elements and degrees of freedom as in [7] but here we focus on PDEs and prefer this
more intuitive point of view.

The reason why we require this assumption is so that we may define, for any
subsetD which is resolved by the mesh, the following local bilinear form:

aD(v,w) := ∑
τ⊂D

aτ(v|τ ,w|τ). (1)

The Additive Schwarz method is based on an overlapping partition {Ω j}
N
j=1 of Ω

where eachΩ j is resolved by the mesh. On each of these subdomains, we denote the
space of functions supported inΩ j by: Vh,0(Ω j) := {v|Ω j

: v∈Vh, supp(v)⊂ Ω j}.

An important role is played by the extension operatorR⊤
j : Vh,0(Ω j)→Vh which

returns the extension by zero of a functionv ∈ Vh,0(Ω j) to Ω . The adjoint ofR⊤
j

is the restriction operatorRj : V ′
h → Vh,0(Ω j)

′ defined by〈Rjg,v〉 = 〈g,R⊤
j v〉, for

v ∈ Vh,0(Ω j), g ∈ V ′
h. Let R j be the matrix representation ofRj . This is a boolean

matrix. Then the one level Additive Schwarz preconditioneris defined simply based
on these interpolation operators asM−1

AS,1 := ∑N
j=1R⊤

j A−1
j R j whereA j := R jAR⊤

j
are the local problem matrices.

In other words, the one level Schwarz preconditioner approximates the inverse
of the global matrixA−1 by a sum of local inversesA−1

j . The method is known to
converge [11] as long as the subdomains and finite element spaces are chosen so

thatVh = ∑N
j=1

[

R⊤
j Vh,0(Ω j)

]

. In some sense this ensures that the local subdomains

are overlapping enough. The drawback of the one level Schwarz method is that
its convergence rate depends on the number of subdomains andthus scales poorly
for large problems. The introduction of a coarse space is a, by now classical, way of
weakening this dependence. Having chosen the coarse spaceVH and an interpolation
operatorR⊤

H : VH → Vh, the two-level Additive Schwarz preconditioner is the most
simple two level method: it reads

M−1
AS,2 := R⊤

HA−1
H RH +

N

∑
j=1

R⊤
j A−1

j R j , AH := RHAR⊤
H (Coarse problem matrix),

(2)
whereRH is the matrix representations ofRH .
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The following theorem is simply a reformulation of the results in Chapter 2 of the
book by Toselli and Widlund [11] where the abstract Schwarz theory is presented.
We refer to there for the proof.

Theorem 1 (Condition number in the abstract Schwarz theory). Let k0 be the
maximal degree of multiplicity of a point inΩ with respect to the partition into

subdomains: k0 = maxx∈Ω

(

#{Ω j : 1≤ j ≤ N,x ∈ Ω j}
)

.

Assume that for a fixed constant C0 there exists a stable splitting(zH ,z1, . . . ,zN)∈
VH ×Vh,0(Ω1)× . . .×Vh,0(ΩN) of any v∈Vh:

v= R⊤
HzH +

N

∑
j=1

R⊤
j zj ; a(R⊤

HzH ,R
⊤
HzH)+

N

∑
j=1

a(R⊤
j zj ,R

⊤
j zj)≤C2

0a(v,v). (3)

Then the condition number of A preconditioned by the two level Additive Schwarz

operator satisfiesκ
(

M−1
AS,2A

)

≤ (k0+1)C2
0.

This theorem is the cornerstone of our method and we make our objective more
precise thanks to these two remarks:

• The constantk0 in the inequality does not depend on the number of subdomains
but only on the geometry of the partition. For instance in twodimensions if a
regular partition into rectangular subdomains is used thenk0 = 4 no matter what
the total number of subdomains is. This means that the presence of k0 in the
estimate does not violate scalability.

• To make the theorem more precise,C−2
0 is a lower bound for the eigenvalues of

the preconditioned operator andk0+1 is an upper bound. The upper bound holds
and is sharp regardless of the choice of the (non empty) coarse space. For this
reason we do not work to improve the upper bound and instead wewill work
only on the lower bound through the stable splitting assumption.

Now the question of making the method robust with respect to the number of
subdomains and the coefficients in the PDEs reduces to the following problem:

Find a coarse spaceVH for which there exists a constantC0 independent
of the number of subdomains and the coefficients in the underlying set
of PDEs such that anyv ∈ Vh admits a stable splitting (3) onto this
coarse space and the local subspaces.

2 From the abstract Schwarz theory to the GenEO coarse space

The practical inconvenience of the stable splitting property is that it is not local.
Reducing it toN local problems relies on the following observation: there are two
simple ways to get a local version ofv, either with the restriction operatorRjv which
returns a function inVh,0(Ω j) that is supported inΩ j or by restricting the domain
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of v to Ω j which we denotev|Ω j
. There is no immediate inequality between the

global terma(v,v) and any of the local termsaΩ j (Rjv,Rjv). However the alternative
inequalitya(v,v)≥ aΩ j (v|Ω j

,v|Ω j
) holds (and motivates the following lemma), since

according to (1),

a(v,v) = aΩ (v,v) = aΩ j (v|Ω j
,v|Ω j

)+aΩ\Ω j
(v|Ω\Ω j

,v|Ω\Ω j
)

︸ ︷︷ ︸

≥0

.

Lemma 1. Given v∈ Vh, if there exists a splitting v= zH + z1+ . . .+ zN such that
each local component ( j= 1, . . . ,N) satisfies a(R⊤

j zj ,R⊤
j zj) ≤ C1aΩ j (v|Ω j

,v|Ω j
),

then the splitting is stable in the sense of (3) for C2
0 = 2+C1k0(2k0+1).

Proof. Using the definition ofk0 we can bound the sum of the local contributions:

N

∑
j=1

a(R⊤
j zj ,R

⊤
j zj)≤C1

N

∑
j=1

aΩ j (v|Ω j
,v|Ω j

)≤C1k0a(v,v).

The bound for the energy of the coarse contribution follows from R⊤
HzH = v−

∑N
j=1R⊤

j zj which impliesa(R⊤
HzH ,R⊤

HzH) ≤ 2a(v,v) + 2a
(

∑N
j=1R⊤

j zj ,∑N
j=1R⊤

j zj

)

and, by the definition ofk0 and the previous inequality,

a

(
N

∑
j=1

R⊤
j zj ,

N

∑
j=1

R⊤
j zj

)

≤ k0

N

∑
j=1

a(R⊤
j zj ,R

⊤
j zj)≤C1k2

0a(v,v). (4)

Putting all of these estimates together ends the proof of thelemma. ⊓⊔

Lemma 1 also explains why we think of the coarse space as the space ofbad
components. Indeed, it states that it is enough to check thatan estimate holds on
each of the local componentszj of the splitting. Then this implies an estimate for
the coarse componentzH and in turn the stable splitting assumption is satisfied.

An important tool in building the GenEO coarse space is a family of partition
of unity operators. The particularity of these partition ofunity operators is that they
are defined at the degree of freedom level. The main consequence is that when the
partition of unity is applied to a function we do not need to reinterpolate into the
finite element space as is classically the case in partition of unity spaces where an
application of the partition of unity is a multiplication bya continuous function.

Definition 1 (Partition of unity). For each subdomain letdof(Ω j) be the set of
degrees of freedom for which the associated basis functionφk is supported inΩ j :
dof(Ω j) = {k; supp(φk) ⊂ Ω j}. Then for each degree of freedom k= 1, . . . ,n let

{µ j,k}{ j :k∈dof(Ω j )} be a family of weights
(

µ j,k ≥ 1 and ∑{ j :k∈dof(Ω j )}
1

µ j,k
= 1
)

.

Finally the local partition of unity operator for v∈ Vh written as v= ∑n
k=1vkφk is

defined by

Ξ j(v|Ω j
) := ∑

k∈dof(Ω j )

1
µ j,k

vk φk|Ω j
.
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This definition gives rise to a few remarks:

• A possible choice for the weights in the definition of the partition of unity is
to use the multiplicity of each degree of freedom (this is what we use in the
numerical section): for any degree of freedomk, 1 ≤ k ≤ n, let µk denote the
number of subdomains for whichk is an internal degree of freedom, i.e.

µk := #{ j : 1≤ j ≤ N andk∈ dof(Ω j)}.

Then letµ j,k = µk for every subdomainj for whichk∈ dof(Ω j).
• Other more coefficient adapted choices similar to those in [3] could be made.
• The family of operators{Ξ j} j=1,...,N indeed forms a partition of unity since

∑N
j=1R⊤

j Ξ j(v|Ω j
) = v for anyv∈Vh. This provides an obvious splitting ofv onto

the local subspaces.
• The partition of unity operatorΞ j takes the restriction of a function to subdomain

Ω j and returns a function inVh,0(Ω j) (which is supported inΩ j ).
• If a degree of freedomk belongs to only one subdomainj then µ j,k = 1 and
(

Ξ j(v|Ω j
)
)

k
=
(

v|Ω j

)

k
. This is the reason why the overlap plays a special role in

the generalized eigenvalue problem which separatesgoodandbadcomponents.
More detail is given in the proof of the final theorem.

Next we introduce the GenEO coarse space.

Definition 2 (GenEO coarse space).

1. For each subdomainΩ j (1≤ j ≤ N), let the overlap be given by

Ω ◦
j =

⋃

{τ ⊂ Ω j : ∃ j ′ 6= j such that τ ⊂ Ω j ′}.

2. For each j= 1, . . . ,N, solve the following generalized eigenvalue problem: find
the eigenpairs(pk

j ,λ k
j ) ∈ {v|Ω j

;v∈Vh}×R
+ of

aΩ j (p
k
j ,v|Ω j

) = λ k
j aΩ◦

j
(Ξ j(p

k
j),Ξ j(v|Ω j

)) for all v ∈Vh. (5)

3. Given a thresholdK j for each j= 1, . . . ,N, let the GenEO coarse space be
defined as

VH := span{R⊤
j Ξ j(p

j
k) : λ k

j ≤ K j ; j = 1, . . . ,N}.

Assumption: An additional technical assumption is
needed for the proof of Theorem 2. In [7] this is given
rigorously in the abstract framework but here since we
do not go into the details of the proof we will relie on
the figure on the right. We assume that given data for
the degrees of freedom in the overlap that do not lie
on the boundary (i.e. the dots) we can build a discrete
harmonic w.r.t.aΩ j (·, ·) extension to the whole ofΩ j .

In the next theorem we give our main result which is an estimate for the condi-
tion number. It relies solely on the stable splitting property. We provide a suitable
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decomposition that allows to complete the proof along with the main steps of the
proof.

Theorem 2 (Stable Splitting and Final Estimate).For any j= 1, . . . ,N, suppose
that the pkj ∈ VH have been normalized w.r.t. aΩ◦

j
(Ξ j(·),Ξ j(·)) and letΠ j be the

projection operator:Π j(v|Ω j
)=∑{k:λ k

j ≤K j}
aΩ◦

j
(Ξ j(pk

j),Ξ j(v|Ω j
))pk

j . Then, for any

v∈Vh, the splitting zH := ∑N
j=1 Ξ j

(

Π j(v|Ω j
)
)

and zj := Ξ j

(

v|Ω j
−Π j(v|Ω j

)
)

sat-

isfies Lemma 1 for C1 = max1≤ j≤N

(

1+ 1
K j

)

so, by Theorem 1, the condition num-

ber of the preconditioned operator is bounded by

κ(M−1
AS,2A) ≤ (1+k0)

[

2+k0(2k0+1) max
1≤ j≤N

(

1+
1

K j

)]

,

Proof. The only thing that we need to check isa(R⊤
j zj ,R⊤

j zj) ≤
(

1+ 1
K j

)

a(v,v).

Here we only give the key ideas of the proof, the whole proof ina more general set-
ting can be found in [7]. The most important ingredient in theproof is that, because
they were obtained through a generalized eigenvalue problem, thepk

j form a basis
of {v|Ω j

;v∈Vh} with the additional orthogonality type properties:

aΩ◦
j
(Ξ j(p

k
j),Ξ j(p

l
j)) = 0 and aΩ j (p

k
j , p

l
j) = 0 for all k 6= l . (6)

Using these properties we obtain

v|Ω j
−Π j(v|Ω j

) = ∑
{k:λ k

j >K j}

αk
j pk

j , for anyv|Ω j
written asv|Ω j

= ∑
k

αk
j pk

j ,

where the coefficientsαk
j ∈ R. Then we make appear the overlap term:

a(R⊤
j zj ,R

⊤
j zj) = aΩ j (zj ,zj) = aΩ◦

j
(zj ,zj)+aΩ j\Ω◦

j
(zj ,zj).

In the interiorΩ j \Ω ◦
j we have thatΞ j is identity sozj = v|Ω j

−Π j(v|Ω j
) and be-

causeaΩ j\Ω◦
j
(·, ·)≤ aΩ j (·, ·): aΩ j\Ω◦

j
(zj ,zj)≤ aΩ j (v|Ω j

−Π j(v|Ω j
),v|Ω j

−Π j(v|Ω j
)).

Then by an orthogonality argumentaΩ j\Ω◦
j
(zj ,zj)≤ aΩ j (v|Ω j

,v|Ω j
).

For the other term, we write

aΩ◦
j
(zj ,zj) = aΩ◦

j



 ∑
{k:λ k

j >K j}

αk
j Ξ j(p

k
j), ∑

{k:λ k
j >K j}

αk
j Ξ j(p

k
j)





= ∑
{k:λ k

j >K j}

αk
j
2
aΩ◦

j
(Ξ j(p

k
j),Ξ j(p

k
j)) (Orthogonality (6))

≤
1

K j
∑

{k:λ k
j >K j}

αk
j
2
aΩ j (p

k
j , p

k
j) (Definition of eigenproblem (5))
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≤
1

K j
∑

{all k}

αk
j
2
aΩ j (p

k
j , p

k
j) =

1
K j

aΩ j (v|Ω j
,v|Ω j

).

⊓⊔

3 Numerical results

We run a simulation for the Darcy equation−∇ · (α∇v) = 1 in Ω = [0,1]2 with
homogeneous Dirichlet boundary conditions on the whole of∂Ω . The mesh is
200×200 square elements further subdivided into triangles and the finite element
discretization uses standardP1 basis functions. All the finite element data is gen-
erated using Freefem++ [5]. The coefficient distribution israther random since it
is given by a QR code. This is shown on the left hand side of Figure 1 where in
the yellow (or light) partsα = 1 and in the pink (or dark) partsα = 1000. The de-
composition into subdomains is the 100 subdomain partitionobtainedvia Metis [6]
where we add one layer of overlap to each subdomains. This is plotted in the mid-
dle of Figure 1. The results are shown on the right hand side ofFigure 1 where we
have plotted the condition number versus the coarse space size for different values
of the thresholdK j which is used to select modes for the coarse space. We observe
that the coarse space grows roughly linearly with the threshold but the condition
number stabilizes quickly. What this illustrates is that there is a good compromise
to be found between the size of the coarse space and the efficiency of the method.
An automatic optimal choice forK j is a subject for future research. More thorough
numerical experiments can be found in [7, 8] including threedimensional examples
and results for elasticity.

Fig. 1 Left: coefficient distribution (pink or dark is high conductivity) – Middle: Metis par-
tition of the 200× 200 mesh into 100 subdomains – Right: We plot the condition number
with respect to the coarse space size when the threshold successivelytakes the valuesτ ∈
[0.01;0.05;0.1;0.2;0.3;0.4;0.5;0.6;0.7;0.8;0.9]. As a matter of comparison: without any coarse
space the condition number is 9661. With just the weighted constant Ξ j (1|Ω j

) per floating subdo-
main the condition number is 7324: this 62 dimensional coarse spaceis what we get for GenEO
with a barely positive thresholdτ = 0+ (not shown on the graph simply because of scaling issues).
We observe that the most troublesome eigenmodes are identified for quite a small value of the
threshold and a reasonable size of the coarse space, then the condition number stagnates.
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Conclusion

We have introduced the GenEO coarse space which is a way to automatically make
the two level Schwarz method robust. The construction of this coarse space is based
on solving generalized eigenvalue problems which isolategoodandbad modes in
each subdomain. We have presented the steps which lead to thechoice of this gen-
eralized eigenvalue problem starting with the abstract Schwarz theory and the key
ideas of the proof for the condition number estimate. The whole proof and a more
general setting can be found in [7]. Although the eigenvalueproblems are local, can
be solved in parallel and only the smallest eigenvalues are needed, this setup phase
could be costly and the study of the overall cost of the algorithm is still work in
progress. The related methods in [2, 4] have been extended toa multilevel setting
by [3, 12]. Moreover, this strategy was further applied by some of the authors in the
BDD and FETI frameworks [9, 10].
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